
Riabykh et al. EPJ Data Science           (2025) 14:17 
https://doi.org/10.1140/epjds/s13688-025-00535-z

R E S E A R C H Open Access

Entropy-based text feature engineering
approach for forecasting financial liquidity
changes
Aleksei Riabykh1, Ilias Suleimanov2, Ilya Nagovitcyn2, Denis Surzhko2, Maxim Konovalikhin2 and
Olessia Koltsova1*

*Correspondence: ekoltsova@hse.ru
1Laboratory for Social and Cognitive
Informatics, National Research
University Higher School of
Economics, 55/2 Sedova St., St.
Petersburg, Russia
Full list of author information is
available at the end of the article

Abstract
Changes in individual and institutional financial behavior leading to shifts in liquidity
flows often depend on events reflected in news. However, the task of establishing
relationship between financial behavior and news remains challenging and
understudied. We propose a news-based feature generation approach that allows
accounting for news events in liquidity flow time-series predicting tasks, thereby
improving the forecasting quality. These features are constructed as different types of
entropies and calculated at different levels of text abstraction based on word counts,
TF-IDF values, probabilistic topics, and contextual embeddings. We show that this
feature engineering procedure is effective for predicting changes in two types of
liquidity flows: stock market trading volume and the volume of ATM cash withdrawals.
As the first type, we use our original collection of 651, 208 business news articles from
a Russian news agency dating to 2013-2021 to predict abnormal jumps in the trade
volume of 32 leading Russian companies. With our approach, 97% of them experience
an increase in the quality of predicting the differences in daily trading volumes from
their median values. For the ATM withdrawals task, we test the impact of economic
news from three leading Russian media sources (N = 55, 712) on withdrawals from
100 ATMs located in Moscow. For 95% of them we improve the quality of prediction
of year-to-year weekly withdrawal volume change. Additionally, we find that some
news sources have a higher predictive power than others. The approach is potentially
generalizable for other domains of financial behavior across the globe.

Keywords: Feature engineering; Financial time series; Natural language processing;
Economic news; Entropy; Stock trade volumes; ATM cash withdrawals

1 Introduction
Liquidity flow forecasting is a paramount task in risk management for banks and other fi-
nancial institutions. Among other things, it helps them meet liquidity requirements which
in turn is essential for the stable operation of financial organizations and for their ability
to fulfill their obligations. As a result, liquidity forecasting has developed into a broad field
of study [1–3]. Recently, this field has experienced an extensive growth of successful appli-
cations of machine learning (ML) for such tasks as the prediction of liquidity volumes and
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its risk factors [4, 5]. In particular, it has been shown that ML with unstructured text data
can provide advantage for a wide range of specific problems, from risk assessment [6] to
mobile banking service quality [7]. However, the development of more universal models,
applicable to various areas of financial liquidity and able to combine different data sources,
is lagging back. Thus, effective preprocessing of heterogeneous data and respective opti-
mal feature engineering has proved a difficult task.

This paper seeks to contribute to the coverage of this gap by proposing a new approach
to feature formation for the models predicting changes in liquidity volume. Specifically, we
transform unstructured text data from business news into features calculated as entropies
of several types and at different levels of abstraction (from word counts to contextual em-
beddings). We test the efficiency of these features in two predictive tasks, namely in fore-
casting abnormal spikes in stock exchange trade volume and weekly year-to-year changes
in the volume of ATM withdrawals. These two domains usually account for the lion’s share
of liquidity flows in national economies and are, therefore, of substantial importance.

Thus, stock market trading volume forecasting allows finding insights into the behavior
of market participants, developing risk monitoring systems, and enriching algorithmic
trading strategies. In this sphere, seemingly unpredictable spikes of trading activity fre-
quently occur as a reaction to a particular media event (e.g., a political or economic shock,
or a natural disaster), that affects trading behavior by being covered in news. This ex-
plains the helpfulness of news data in the respective predictive models. Likewise, changes
in ATM withdrawals are related to various events via news: while periods of economic
growth are accompanied by gradually increased cash withdrawals, periods of resonant
“black swans” and structural shocks in the economy are accompanied by sharp peaks in
withdrawal behavior. Predicting cash flows allows banks to manage their ATM networks
better, improve user experience, and minimize network operating costs. In both areas, the
usage of news not only increases prediction quality but also contributes to more inter-
pretable results.

This paper aims to show that although stock exchange liquidity and ATM cash liquidity
are pretty different, similar news factors can influence liquidity flows both on the stock
exchange and ATMs, and, therefore, similar feature engineering works well for both tasks.
To do so, we use two unique datasets from Russia collected by us in the period when
the Russian financial system was an integral part of the global financial system and thus
functioned according to similar principles. In particular, we analyze the data from business
news produced by the leading Russian news agencies, trade volume data from the leading
Russian companies, and withdrawals from ATMs of a leading Russian bank.

Thus, this paper makes several contributions to the existing research. We are the first
to use news as features in the task of ATM withdrawal forecasting, where we achieve a
high prediction quality. Moreover, we show that features extracted from news texts and
calculated as parameterized and non-parameterized entropies are also able to improve
the existing models of stock market trade volume change prediction. Importantly, we treat
both tasks as prediction of volume change, not volume per se, which has been rarely done,
but which is more relevant for a number of practical tasks of liquidity management. In
terms of ML theory development, we demonstrate that entropy-based features work well
in the prediction of liquidity in two domains, despite large differences between the latter.
This makes the entropy approach promising as a potentially universal approach for feature
engineering in many other liquidity domains. Finally, by studying the Russian market, we
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are able to rank Russian media by the usefulness of the information they carry for financial
decision-making.

The remainder of this paper is organized as follows. The Related Work section reviews
research on similar topics and their relevance to our task. The Methodology section covers
technical aspects of the study and gives definitions used throughout the article. Datasets
and Target Variables section describes our datasets, target variables, and methods of pre-
processing used in the current study. The Experiments section describes the procedure
for constructing liquidity forecasting models and the feature space used. The Discussion
of Numerical Results section introduces the results of our experiments and their interpre-
tations and is followed by Conclusion. Appendix A contains tables with raw experimental
data. Visualizations of data and models can be found in Appendix B.

2 Related work
Liquidity has been the focus of research for quite a while. Earlier papers model such as-
pects of liquidity as market structure [8], its influence on a firm’s capacity to raise external
finance [9], and constraints imposed by liquidity on an individual’s savings behavior [10].
These papers, however, consider the economic nature of liquidity per se, leaving behind
modeling of liquidity flows. On the contrary, numerous studies try to describe and mea-
sure liquidity via econometric models, including GARCH-based models [11] and ML al-
gorithms [4]. Nevertheless, none of these studies makes use of unstructured data. At the
same time, unstructured data has grown exponentially over the past decade [12], yet the
number of studies that utilize unstructured data for liquidity forecasting is scarce.

Among them, however, text data has been used more successfully than others, with Nat-
ural Language Processing (NLP) being a fruitful instrument for handling it. Thus, the rela-
tionship between textual information and financial time series has been studied through
sentiment dictionaries [13, 14] and machine learning methods [15, 16], including deep
learning [17, 18]. Models based on news articles contribute to the prediction of stock
trends [19], stock prices when combined with technical factors [20], and can be utilized
to make profitable investment decisions [21]. Numerous studies successfully incorporate
information from news into deep learning models to forecast stock volatility [22], the di-
rection of stock markets [23], and stock trends [24]. Therefore, the usage of unstructured
text data in trading volume forecasting looks promising. At the same time, quantifying
unstructured textual data for further financial liquidity modeling procedures can take on
various approaches. [25] demonstrate that daily Twitter activity and sentiment are associ-
ated with stock trading volume and can be used to predict next-day trading volume. [26]
finds a positive correlation between the daily number of company mentions in the news
and the daily transaction volume of a company’s stock.

One fruitful idea, suggested by [27], is to use news diversity as a measure of uniformity of
a news stream. The idea behind news diversity is quite simple. Suppose a significant event
that can affect financial markets has occurred. In that case, the variety of topics covered
in the articles among news publishers will be small since news publications will mostly
cover topics connected with the corresponding event. In work [27], the LDA topic model
[28] is used to extract probabilistic topics from the Financial Times news source, after
which Shannon entropy as a natural measure of news diversity is applied to the distribu-
tion of topics. The diversity indicator is an additional exogenous feature in the endogenous
ARMA(1, 1) model in predicting daily FTSE 100 trading volume changes. [27] find that
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diversity impacts trading volume. [29] examine the relationship between news diversity
and financial market crashes and find that changes to news diversity are a valuable indi-
cator of financial market crashes and recoveries. Overall, the research on news diversity
is quite limited [30].

In our work, we expand the current concept of news diversity. First, we transform text
data at three levels of abstraction: the level of words (occurrence and importance), the level
of probabilistic topics (time-stable and time-varying), and the level of contextual embed-
dings. Secondly, we consider different types of entropy functions (parametric and non-
parametric) to measure news diversity. Third, we examine the ability of various linear and
non-linear ML models to extract predictively meaningful signals from entropy features.
Fourth, we explore the scaling of news diversity ideas using a large number of time series
of trading volumes in the stock market domain and a completely new financial liquidity
domain for the applicability of news diversity - cash withdrawal volumes in the ATM net-
work. In addition, we numerically compare an approach to text data preprocessing based
on entropy functions with endogenous models, widely used shallow feature-based meth-
ods of text processing and lexicon-based sentiment models.

As mentioned earlier, this article also explores the impact of the news flow on the time
series of cash withdrawals from ATMs. Currently, no studies are devoted to this topic,
especially for emerging markets. Nevertheless, a more general task of forecasting cash
demand in ATMs has been studied before. One of the first attempts to incorporate ma-
chine learning into ATM cash demand forecasting was the NN5 competition held in 2008.
Since then, the dataset provided in the competition became a benchmark for comparison
of forecasting approaches suggested by researchers [31–36]. However, the dataset is old
and does not correspond to the dynamically developing banking industry. Moreover, it
is unsuitable for examining news impact on cash demand since the amount of digitized
English news corresponding to the dataset’s time (1996-1998) is very scarce. On the other
hand, [37–41] use more modern and non-public datasets to forecast daily cash demand
for ATMs. However, all the mentioned studies have not used unstructured data, especially
financial news, to forecast ATM cash demand. In this paper, we show that news features
obtained using the proposed entropy approach provide a significant improvement in pre-
dicting changes in the volume of cash liquidity compared to models that do not use them.

3 Methodology
The methodology we propose for the task of predicting changes in financial liquidity flows
is based on the concept of entropy from information theory and mathematical statistics.
There, entropy is defined as a measure of uncertainty in the distribution of probabilities
of a variable’s outcome. Our variables of interest are calculated from business news flows
treated at three levels of information generalization: at the level of words and at the level
of documents, the latter being transformed into either probabilistic topic distributions or
contextual vector representations (document embeddings). Once each variable is calcu-
lated, the value of entropy is computed over all variables aggregated by day or week, i.e.
over all features related to words or texts that occurred in media sources in a given time
unit. These entropy values thus constitute a feature space of a lower dimensionality and
are then fed into predictive models. The stock market model predicts whether the volume
change is higher than its median value, and the quality is measured as ROC-AUC of the
respective curve. ATM withdrawal model predicts the difference of weekly withdrawal on
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a given date from its value from one year before, and the quality is measured as MAE of
the respective regression. In the subsections below, we define the measures of uncertainty
we use and the variables to which these measures are applied.

3.1 Entropy measurements
In our research, we test the efficiency of four entropy types: two classical entropies, Shan-
non’s and Extropy as its dual function, and two parameterized entropies (Rényi and Tsallis)
that have shown high efficiency in some other NLP-related tasks. For the two latter types,
their respective hyper-parameters (α and q) are tuned through the time cross-validation
procedure, resulting in the selection of the best model.

3.1.1 Shannon entropy

H(x) = –
N∑︂

n=1

P(xn) log P(xn) (1)

where H(x) - Shannon entropy, xn - event and P(xn) - probability of event.

3.1.2 Renyi entropy

Hα(x) =
1

(1 – α)
log

N∑︂

n=1

Pα(xn) (2)

where Hα(x) - Rényi entropy, a generalization of the Shannon entropy, is a family of func-
tionals used as a measure of the quantitative diversity, uncertainty, or randomness of some
system, xn - event and P(xn) - probability of an event, α - parameter.

3.1.3 Tsallis entropy

Sq(x) =
k

q – 1
(1 –

N∑︂

n=1

Pq
i (xn)) (3)

where Sq(x) - Tsallis entropy, a generalization of the standard Boltzmann–Gibbs entropy,
xn - event and P(xn) - probability of an event, where q is a parameter sometimes called the
entropic index and k is a positive constant.

3.1.4 Extropy

E(x) = –
N∑︂

n=1

(1 – P(xn)) log(1 – P(xn)) (4)

where E(x) - Extropy, the dual function for Shannon entropy [42], xn - event and P(xn) -
probability of event.

3.2 Entropy approach to word-level signals
In this subsection, we introduce two types of features calculated from the changes in either
raw word frequency growth or weighted word frequencies in the entire news flow of a
given time span.
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3.2.1 Features based on raw word frequency growth
The idea behind using word frequency growth to calculate liquidity predictors is that usu-
ally it reflects the growth of media attention towards certain events happening for the first
time or happening more frequently. As we investigate business news only, it is likely that
the events covered in them may in turn reach financial actors and affect their liquidity-
related behavior. Consider an n-units backward time window for each date, where n -
parameter. Inside this time window, we count tokenized words that appear in the news
in a given period. We ignore terms that appear in less than β% of the documents and
more than 1 – β% of the documents, where β - parameter. Next, we calculate percentage
changes for the remaining terms and keep only the words with positive changes (i.e. only
the words whose frequencies have grown). After finding terms with positive percentage
changes for each time unit, we normalize these percentages by their time unit sum and
calculate the entropy features (Shannon, Renyi, Tsallis, and Extropy).

Formally, for an arbitrary time unit i let

[dti–n, dti ] (5)

be the n-units backward time interval ti, let

(wi
1, wi

2, . . . , wi
ki

) (6)

be the vocabulary of all words that occur in the given backward time interval for time unit
i. The total number of words ki may differ from one time unit to another. Let

(ai
1, ai

2, . . . , ai
ki

) (7)

be the corresponding number of instances of word wi
ki

in given backward interval for time
unit i.

For each word wi
j we calculate the change in the number of instances between backward

interval for the time unit i and time unit i – 1, in percent:

ri
j =

ai
j – ai–1

j

ai–1
j

. (8)

As mentioned earlier, we consider words with only positive ri
j . Next, we normalize the

change r as follows:

ρ i
j =

ri
j∑︁
i ri

j
(9)

and use its value to calculate entropies Hi(ρ i), Hα,i(ρ i), Sq,i(ρ i) and Ei(ρ i).

3.2.2 Features based on smoothed word TF-IDF
As TF-IDF measures the relative importance of a word in a document, average word im-
portance in a time span preceding a target liquidity-related event may indicate an event
that has affected the target. To calculate such average importance, we compute words’ TF-
IDF with exponential smoothing, which is performed in several steps. First, we filter the
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most and the least frequent tokenized words, in the way described in the previous section.
After that, we calculate TF and IDF for each word in each news article published in a given
n-units backward time window. Then, we average TF values for each word across all arti-
cles in this window. Next, we calculate an exponentially weighted moving average within
the same time span for both TF and IDF values of each word and normalize the resulting
TF-IDF values by the sum for each time unit. As a final step, we calculate entropies using
TF-IDF exponentially smoothed normalized values of each word as an input.

Formally, for each time unit and its n-units ahead time interval, we calculate TF param-
eter for every word t in each news article d:

TF(t, d) =
nt∑︁

i ni
(10)

where nt is the count of a word t in the document d and
∑︁

i ni is the total word count
in the document d. We then find the average value of TF values across all documents d
published within n units time interval for each date:

TF(t, d) =
∑︁

d∈Di
TF(t, d)

|Di| (11)

where Di is a set of news articles released within n units time interval and |Di| is the count
of those documents. IDF values are calculated as follows:

IDF(t, Di) = log
|Di|

|{dj ∈ Di|t ∈ dj}| (12)

where |{dj ∈ Di|t ∈ dj}| is the count of documents (news articles) from the set Di in which
word t has appeared. Next, we find an exponentially moving average for TF and IDF values.
Let [x0, x1, . . . , xt] be an arbitrary time series value. Then the moving average is calculated
as:

yt =
xt + (1 – γ )xt–1 + (1 – γ )2xt–2 + · · · + (1 – γ )tx0

1 + (1 – γ ) + (1 – γ )2 + · · · + (1 – γ )t (13)

where γ is defined as γ = 2/span + 1 and span is equal to n (time units). Afterwards we
calculate the product of exponentially moving averages of TF and IDF to find exponentially
weighted TF-IDF for time unit i

TF-IDFsmoothing
i = TFi

smoothing × IDFsmoothing
i (14)

Those values are then normalized by the time unit sum and we get:

TF-IDFi =
TF-IDFsmoothing

i∑︁
j TF-IDFsmoothing

j

(15)

This value is used to calculate entropies Hi(TF-IDFi), Hα,i(TF-IDF), Sq,i(TF-IDFi) and
Ei(TF-IDFi).



Riabykh et al. EPJ Data Science           (2025) 14:17 Page 8 of 45

3.3 Features based on topical representations of documents
Event coverage happens at the level of texts, not words; this makes features aimed at the
representation of documents in latent semantic spaces look promising for the task of liq-
uidity prediction. To obtain a topical representation of a document, the preprocessed text
is fed to the input of a probabilistic topic model; in this work, we use the classical LDA
[28] and DTM [43] models.1 Topic modeling procedure produces an n-dimensional vec-
tor of topics’ probabilities for each document d in a given sample: θ (d) = (θd,1, . . . , θd,n). The
salience of topic Tj in each time unit ti of the textual data stream D is statistically estimated
as follows:

Θ
j
i =

∑︂

∀d in ti

θd
j (16)

in the same manner, we normalize the topics saliencies to get probability distributions of
semantic signals:

Θ
j
i =

Θ
j
i∑︁

j Θ
j
i

(17)

Next, we calculate entropy features Hi(Θi), Hα,i(Θi), Sq,i(Θi) and Ei(Θi).

3.4 Features based on contextual vector representations of documents
Finally, we introduce contextual document embeddings as text-level features. Embeddings
aim to map words or other tokens from text corpus into vector space of predefined dimen-
sionality [44]. To do this, we use Word2Vec, FastText, Doc2Vec, and BERT models on pre-
processed texts. As a result, each document gets n-dimensional vector φi. After that, we
apply Min-Max Scaling transformation [45] for embedding vectors:

φi =
φi – φmin

φmax – φmin
(18)

and calculate entropy features Hi(φi), Hα,i(φi), Sq,i(φi) and Ei(φi).

3.5 Quality metrics
Here, we describe the mathematical formulation for the financial liquidity flow prediction
problem. We also introduce metrics by which we evaluate the significance of our entropy-
based features for assessing the impact of news on financial liquidity flows. We are more
focused not on the absolute values of these metrics but on the relative changes in the
metric, as compared to our baselines, both on average for the liquidity domain and in
terms of the proportion of financial time series whose forecast has improved. Baseline
models will be introduced later in the Experiments section.

3.5.1 Liquidity problem statement
Although all liquidity domains have many similarities, the specific behavior of their time
series differs, which requires different formulations for the respective forecasting prob-
lems. The stock market is much more volatile than cash circulation; market behavior is

1We use LDA realization from gensim python package: https://radimrehurek.com/gensim/, C-language DTM realization:
https://github.com/blei-lab/dtm.

https://radimrehurek.com/gensim/
https://github.com/blei-lab/dtm
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influenced by many factors beyond the dynamics of the time series, the industrial calen-
dar, and financial news. The task of predicting the exact value of trading volume is highly
complicated. That is why we solve a two-class classification task to predict abnormal trad-
ing activity 1abnormal

t versus usual activity, instead of direct volume regression. Abnormal
activity is understood as unusually deviant and is defined mathematically in the Stock mar-
ket volume data and target variable subsection. The cash circulation domain is less volatile,
but it experiences the impact of cyclic events, such as paydays and weekends, which often
overshadows the effect of events covered in the news. Therefore, we choose to regress the
weekly YoYt,y value which measures the difference of the current withdrawals volume from
its value a year ago and is described in detail in ATM withdrawal data and target variable
subsection. In both cases the chosen target variables allow us to focus on the prediction
of changes in liquidity flows.

3.5.2 Metrics for stock market volume
We use the Receiving Operating Characteristics (ROC) and area under the curve (AUC)
classification metrics to measure how well abnormal trading activity is detected. ROC-
AUC is the universal metric for classification tasks as it estimates the model’s predictive
power for any given probability threshold.

3.5.3 Metric for ATM withdrawals
We evaluate the impact of news features through changes in the forecasting quality metric
Mean Absolute Error in relation to the baseline model that does not use financial news
data. MAE is described in the following formula:

MAE =
∑︁n

i=1 |yi – yi
pred|

n
(19)

where yi is a target variable in i date, yi
pred is a prediction for corresponding date i, and n

is sample size.
Thus, the metrics we use are defined in the following way:

MAEimprovement =
MAEbaseline – MAEexogen

MAEbaseline
∗ 100% (20)

where MAEexogen is MAE value for a model with news features included in its feature space
(extended baseline, sentiment baseline and entropy-approach in the Experiments section).
MAEendogen is MAE value for a model with no additive financial news features (first baseline
in the Experiments section).

4 Datasets and target variables
We collect two types of data (liquidity time series and corresponding economic news) for
two application domains: stock market and ATM cash circulation.

4.1 Stock market volume data and target variable
We use time series data from the MOEX (Moscow Exchange) Russia Index for measuring
liquidity in the stock market domain. MOEX index is a primary ruble-based capitalization-
weighted index that tracks the performance of the largest and most liquid Russian com-
panies from ten economy sectors. Thus, the trading volumes of shares included in this
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Figure 1 VTBR Volume

index reflect the distribution of the primary exchange liquidity in the Russian economy.
Historical values of the index are available at https://www.moex.com/en/index/IMOEX.
The constituents of the MOEX index considered in our research are listed below:

AFKS, AFLT, ALRS, CBOM, CHMF, FEES, GAZP, GMKN, HYDR, IRAO, LKOH,
MAGN, MOEX, MTSS, NLMK, NVTK, PHOR, PIKK, PLZL, POLY, ROSN, RTKM,
RUAL, SBER, SBERP, SNGS, SNGSP, TATN, TATNP, TRNFP, VTBR, YNDX

For example, Fig. 1 shows a graph of trading volumes in VTBR shares with typical bursts
of liquidity, which are market reactions to certain economic events.

In this study, our main interest is in predicting abnormal trading activity. Abnormal
trading activity may indicate both an idiosyncratic shock (the rise of trading activity due
to rumors of mergers and acquisitions announcements) and a global event that can affect
the market as a whole (e.g. COVID-19 pandemic). We define a particular day’s trading
volume as abnormal if its value exceeds the rolling median of trading volumes over the
past n days. That is, day t has abnormal trading activity if

1abnormal
t = Volumet – RMt–n > 0 (21)

where Volumet is the trading volume at day t, RMt–n is the trading volume rolling median
over the past n days .2 Further, as a time series in the stock market domain, we consider
the indicator function 1abnormal

t of time. The distribution of 1abnormal
t across various trading

volume time series for stocks included in the MOEX index is shown in Fig. 2. Notably, with
this definition of abnormal trading activity, the classes of “abnormal” and “normal” trading
activity are approximately balanced across different time series in our dataset.

4.2 ATM withdrawal data and target variable
In the cash circulation domain, we use the dataset from [37], which includes data on VTB
bank ATMs in Moscow. VTB Bank is the second bank in terms of assets and the first bank
in terms of authorized capital in Russia. The cash withdrawal values were anonymized for
information security reasons, and 100 ATMs from January 2019 to December 2021 (which
covers several waves of coronavirus spreading and lockdowns) were selected. The chosen
ATMs have representative customer demand and were less affected by nonstationarities
described in the article [37]. These ATMs also functioned during lockdowns (although the

2We set n equal to 30.

https://www.moex.com/en/index/IMOEX
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Figure 2 Abnormal trading activity distribution

Figure 3 Example of ATM cash demand time-series

demand structure changed for some ATMs). The coronavirus lockdown in the spring of
2020 affected the demand for many ATMs most strongly (see Fig. 3).

Time series of cash withdrawals from ATMs are subject to the influence of weekly sea-
sonality, public holidays, and regular events from the production calendar (e.g. paydays,
advance days, and tax days). A detailed analysis of such influences is made in the article
[37]. These cyclic events may obscure the effect of news and complicate the usage of daily
or weekly withdrawal volume changes as target variables. To overcome these limitations,
we apply the YoY (Year-Over-Year) transformation to each time series from the cash cir-
culation domain. To do this, we determine the ordinal number of each week in a year, sum
up all client withdrawals of cash liquidity within each week (thus removing within-week
fluctuations), subtract the value of the liquidity sum of the week with the same ordinal
number a year ago (we exclude monthly and annual seasonality) and give the expression
as a share. The resulting transformation is described in the following formula [46]:

YoYt,y =
Wt,y

Wt,y–1
– 1, (22)

where Wt,y is a sum of weekly withdrawals by ordinal number t and Wt,y–1 is a sum of
withdrawals in the corresponding week with the same ordinal number in the previous
year. Next, we consider the YoY function over time as a time series in the cash liquidity
domain.

4.3 News data
As text data, we use news from four leading Russian-language media sources: Kom-
mersant, RIA Novosti, Vedomosti, and Interfax. Kommersant (website: https://www.
kommersant.ru) is a daily newspaper that is distributed throughout the country and fo-

https://www.kommersant.ru
https://www.kommersant.ru
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Figure 4 Interfax: The total number of articles by calendar week and the empirical distribution of the number
of the characters

cuses on business and politics. Russia’s leading state-owned news agency, RIA Novosti
(Russian Information Agency; website: https://ria.ru), publishes news and commentary
on social, political, economic, scientific, and financial topics. Vedomosti, a national daily
newspaper focused on business, can be accessed at https://www.vedomosti.ru. Interfax
(available on the website: https://interfax.com/) provides general and political news, busi-
ness credit information, industry analysis, market data, and business solutions for risk,
compliance, and credit management.

Of these sources, only Interfax news is used to predict liquidity in the stock market
domain, as Interfax offers intensive intraday coverage of events related to MOEX Russia
Index shares. It also covers every segment of the Russian economy, from resources and
commodities to macroeconomic and corporate news. Our research considers only flash
and express news as a more relevant and informative type of news for daily stock volume
prediction. Also, shock events are more likely to be covered in short news. Figure 4 shows
the main statistics about the Interfax newspaper.

Figure 4.A shows the empirical distribution of the number of characters in flash and ex-
press news from the Interfax agency. The mode of the presented distribution corresponds
to shorter flash news, and the tail of the distribution corresponds to longer express news.
Figure 4.B shows the distribution of the weekly number of articles over the considered
period. The news number drops correspond to public holidays; the largest peak in 2020
associated with the COVID-19 pandemic.

We use the dataset from [16] with general and financial news from the rest three sources
(from Kommersant, RIA Novosti, and Vedomosti) for liquidity prediction in the cash cir-
culation domain. We use this dataset assuming that the decision to withdraw or deposit

https://ria.ru
https://www.vedomosti.ru
https://interfax.com/
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Table 1 Summary Statistics of Collected News

News agency name Number of articles Dates

Kommersant 8653 01.01.2019 - 31.12.2021
RIA Novosti 44,827 01.01.2019 - 31.12.2021
Vedomosti 2232 01.01.2019 - 31.12.2021
Interfax 651,208 01.03.2013 - 31.12.2021

cash in an ATM network is more influenced by events that reflect the general economic
news, and the impact of news on client withdrawals may occur with a delay of several days.
The graphs with the empirical distribution of the number of characters and the number
of articles by calendar week for Kommersant, RIA Novosti, and Vedomosti can be found
in Appendix B. Table 1 illustrates the amount of collected data and the date intervals cor-
responding to it.

4.3.1 News data preprocessing pipeline
For constructing all types of features except BERT model embeddings, we used the same
preprocessing that contained the following steps. Tokenization was performed with the
natural language toolkit (NLTK package) in Python.3 All tokens (words) were converted
to the lowercase; punctuation, non-alphabet, and non-Cyrillic symbols, and non-Russian
words were excluded.4 Lemmatization, which converts words to their dictionary forms
(lemmas), was performed on the remaining tokens with a Python wrapper for Yandex
Mystem, a leading morphological analyzer for the Russian language.5 The final step in-
cluded removing tokens occurring in less than nbelow documents and in more than nabove

percent of the documents. We set nbelow equal to 10 and nabove equal to 20%. For the BERT
embeddings, we use the built-in tokenizer6 to preprocess raw text.

5 Experiments
Our main experiments have been carried out via a grid search of the following structure
(see Fig. 5). Bullets indicate lists of alternative feature sets or models, not used together.
Since our focus is to test a new approach for feature engineering, we feed each of our fea-
ture sets into a set of standard machine learning models. As our tasks for stock market
volume prediction and ATM withdrawal volume prediction were formulated differently,
we apply different sets of models for each of them. The binary stock market volume (nor-
mal vs abnormal) is predicted with a set of classification models (logistic regression, GBM,
SVM, and RF and 3-layered neural network used as classifiers), while YoY of ATM with-
drawal volume is regressed on our features with linear regression, GBR, SVR, and RF and
3-layered neural network used in regression mode. Each of these ten models is fed with
three types of features sets: first baseline, extended baseline, and the number of experi-
mental sets based on our entropy approach. The first baseline includes only features from
the time series and the industrial calendar (see First baseline: endogenous models subsec-
tion for more details). The extended baseline is represented by a group of feature sets, each
consisting of the first baseline and textual features based on one of the popular contextual

3https://www.nltk.org.
4List of stop words is available from item 70 on https://www.nltk.org/nltk_data.
5https://pypi.org/project/pymystem3/.
6https://huggingface.co/cointegrated/rubert-tiny.

https://www.nltk.org
https://www.nltk.org/nltk_data
https://pypi.org/project/pymystem3/
https://huggingface.co/cointegrated/rubert-tiny
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Figure 5 Structure of experiments

embeddings: Word2Vec, Doc2Vec, FastText, and BERT (find more details in Extended
baseline: shallow feature enriched models subsection).

The process of feature construction for our experimental models was described in the
Methodology section; in total, eight different entropy-based approaches to text prepro-
cessing combined with four different types of entropy produce 32 feature sets. As each of
them is also combined with the first baseline feature set, when each of them (plus the first
baseline and four extended baseline feature sets) gets fed into five classification models
and five regression models, we obtain 370 models that differ one from another either by
feature constructing approach, or by the mathematical formalism of the model, or both.
Of them, regression models are used to predict 100 time series in the ATM withdrawal
domain, based on the text of each of the three news sources separately, and classification
models are used to predict 32 time series in the stock market domain, based on Interfax
news agency as a news source. In total, this produces 61,420 predictions.

In addition to the main experiments described above, we also conduct supplementary
investigations to evaluate the applicability of models using news sentiment (see Sect. 5.4
for full description). Further, for regression tasks in the ATM cash withdrawal domain, we
explore the applicability of the widely-used GARCH approach for modeling liquidity. This
includes both its endogenous variant and its extension with the aforementioned methods
for incorporating textual information (see Sect. 5.5 for further details).

5.1 First baseline: endogenous models
For both studied domains, we construct our first baseline using the same principle - en-
dogenous economic features only, however, certain details of construction vary between
the domains. In the stock market domain, as mentioned above, time series is highly volatile
and does not have a clear seasonality or trend. Therefore, the task of isolating the influence
of regularly repeating patterns of liquidity change is non-trivial. For these reasons, to build
a baseline with acceptable quality, we use features from the industrial calendar encoded
with one-hot transformation as factors. The resulting feature space which is then fed into
one of the classification models includes the following features:
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• Features based on the industrial calendar, encoded with one-hot transformation: day
of the week, month, holiday, pre-holiday, after-holiday, last day of the month, pre-New
Year, last workday of the month, weekend, holiday, the day before and after a holiday

• Rolling statistics: minimum, maximum, average, variance, median of the time series
for 30 days before

• Rolling statistics grouped by weekday and month
• Lags: 5 previous values of the time series before the considered time interval
In the ATM withdrawals domain, we alter the time series by removing its regular data

structure and the influence of the industrial calendar through weekly data aggregation and
YoY transformation (described in the Datasets and target variables section). We use only
five lags of corresponding time series for the baseline endogenous feature space.

5.2 Extended baseline: shallow feature enriched models
Our extended baseline combines the feature space for the first baseline described in the
section above and news data transformed using one of the text embedding techniques as
features. For news collection from each of the studied news sources (Kommersant, Vedo-
mosti, RIA Novosti, and Interfax) we apply preprocessing techniques as described in the
section Datasets and target variables. Further, each document is represented with one of
the following approaches: Word2Vec, Doc2Vec, FastText, and BERT 7 (embeddings mod-
els were trained on the first two years of texts for each news outlet separately except the
BERT model, which is a large language model pre-trained on a vast corpus of Russian-
language texts). The resulting embeddings of news, where all the news for the same day
(stock market) or week (ATM network) were treated as one document, were fed as the
input features to the machine learning models described above.

5.3 Models with entropy-based features
Each of our experimental feature sets includes the feature space from the first baseline and
a set of the features obtained by applying the entropy approach at the different levels of
text data abstraction: words counts, probabilistic topics, and contextual embeddings.

At the word level, the proposed procedure has two main hyper-parameters: β and n.
The first one is responsible for the influence of words on the final result through the fre-
quency of their occurrence, and the second parameter is responsible for the locality of the
considered economic context. Additionally, there is γ parameter that depends on n and
is responsible for the decay in time of the change in the local context in the past to the
current state of the economic system. All three hyper-parameters are selected indepen-
dently based on the optimization of ROC-AUC or MAE metrics and the grid search on
the training set for each liquidity time series.

At the topic level to determine the optimal number of topics for both LDA and DTM
models, we build Roder’s Cv metric for each media source separately [47]. Then, we find
the number of topics at which the Cv curve reaches its maximum before flattening out
(Figures B4-B7 in Appendix B). We set the frequency of changes in the probability of words
within a topic in the DTM model to be equal to one month. We run both topic models on
the training dataset and apply them to the test dataset.

7We use Word2Vec and Doc2vec realization from gensim python-package: https://radimrehurek.com/gensim/, FastText
realization as python-package from https://fasttext.cc/, We use pre-trained embeddings of the BERT model for Russian
language from Hugging Face website: https://huggingface.co/cointegrated/rubert-tiny.

https://radimrehurek.com/gensim/
https://fasttext.cc/
https://huggingface.co/cointegrated/rubert-tiny
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Figure 6 Structure of sentiment-based experiments

At the context level, we use the procedure for getting embeddings described in the Ex-
tended baseline: shallow feature enriched models subsection above.

Finally, the parameters α and q for the Renyi and Tsallis parametric entropies are se-
lected separately on the training set for each news source but for all time series together
(for saving computational resources).

5.4 Sentiment baseline: lexicon-based approach
As an additional baseline for comparing our proposed entropy-based features, we utilize
PolSentiLex [48], one of the few existing sentiment lexicons for Russian language which,
additionally, was specifically designed to analyze sentiment in social media content related
to social and political issues. We expect that extensive usage of such lexicon in business
news may increase their ability to affect financial behavior, e.g. by making individuals rush
to trade their assets or to withdraw their cash.

We calculate sentiment at the level of individual news articles by averaging the sentiment
scores of the words within each article. Subsequently, we aggregate these article-level sen-
timent scores through simple averaging: at the daily level for the stock market domain
and at the weekly level for the ATM network domain. We then combine the feature space
of the first baseline with the sentiment feature and use it as input for classification and
regression models (see Fig. 6).

5.5 Econometric approach: GARCH model
In the ATM withdrawal volumes domain, where the task involves Year-over-Year (YoY) re-
gression, we include the GARCH (Generalized Autoregressive Conditional Heteroskedas-
ticity) model as an additional predictive approach. GARCH models are widely recognized
as a popular and effective instrument of modeling time series in finance and economics,
particularly for capturing dynamics related to liquidity and volatility. Our choice is further
motivated by the observation that our data often exhibit patterns of time-varying volatility
and clustering, making them naturally suited to GARCH-based modeling. By applying the
GARCH 8 model to this domain, we aim to provide an additional econometric perspective
for addressing the prediction task.

8We use GARCH realization from arch python-package: https://github.com/bashtage/arch.

https://github.com/bashtage/arch
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Figure 7 Train-test splitting: expanding window scheme

5.6 Evaluation procedure
An expanding window cross-validation scheme was used to account for the time structure
of our data. With this technique, based on the time component, the dataset was split into
n evenly distributed parts, each part having the size of the window, and the model was
trained on the first k parts, with the subsequent part being the test set. The procedure
continued by adding the test set to the training data (thus expanding training data by one
part) and using the following subsequent sample as a new test set (see Fig. 7).

The window size was set equal to one year and the first four years were used as the initial
train set with one year-ahead validation. Next, we trained machine learning models and
applied them to test datasets, after which we stored all predicted values and used them
to evaluate prediction quality metrics. Note that in the cash circulation domain, we have
time series data only from 2019 to 2021; 2019 is used to calculate the YoY transformation;
ML models are trained for 2020 and predict 2021.

To evaluate the statistical significance of the forecasting results, we employ the one-
sided version of the Diebold-Mariano (DM) test [49]9 for regression tasks and Wilcoxon
Signed-Ranks test [50] 10 for classification tasks. In this setup, endogenous models serve as
the baseline, while the evaluated models are those incorporating textual data as features.

6 Discussion of numerical results
We analyze our numerical results separately for the stock market and for ATM cash with-
drawal domains. In the analysis of each domain, we tackle the following issues: the impact
of feature space extension with additional textual information on the results of forecasts,
performance of the proposed entropy approach in comparison with the widely used shal-
low feature-based methods of text processing and lexicon-based sentiment, dependence
of the results on the choice of entropy function (parametric / non-parametric), influence
of the level of abstraction of text data representation and the model type (linear/non-
linear models) on the prediction results, and, finally, impact of the text data source on
the ability of ML approaches to extract significant signals for forecasting financial liquid-
ity. Tables with all non-aggregated numerical results and their significance are presented
in Appendix A.

9We use DM-test realization from epftoolbox python-package: https://github.com/jeslago/epftoolbox.
10We use Wilcoxon-test realization from scipy python-package: https://github.com/scipy/scipy.

https://github.com/jeslago/epftoolbox
https://github.com/scipy/scipy


Riabykh et al. EPJ Data Science           (2025) 14:17 Page 18 of 45

Table 2 Top 10 approaches ranked by ROC-AUC and percent of time series with quality
improvements in the stock market domain

Metric Approach Value

ROC-AUC RF + Renyi + Word Counts 0.660
RF + Tsallis + Word Counts 0.660
RF + Shannon + Word Counts 0.660
RF + Extropy + Word Counts 0.660
RF + Renyi + FastText 0.659
RF + Renyi + Word2Vec 0.659
RF + Tsallis + FastText 0.659
RF + Tsallis + Word2Vec 0.659
RF + Shannon + Doc2Vec 0.659
RF + Shannon + DTM 0.658
Best first baseline 0.644
Best extended baseline 0.644
Best sentiment baseline 0.646

% of time series with quality improvements 3L-NN + Renyi + FastText 96.875
3L-NN + Renyi + Doc2Vec 96.875
3L-NN + Tsallis + Word Counts 96.875
3L-NN + Shannon + Doc2Vec 96.875
3L-NN + Extropy + LDA 96.875
3L-NN + Extropy + Word Counts 96.875
3L-NN + Tsallis + LDA 93.750
3L-NN + Shannon + LDA 93.750
3L-NN + Shannon + FastText 93.750
3L-NN + Extropy + Word Counts 93.750
Best extended baseline 68.750
Best sentiment baseline 62.500

6.1 Stock market volumes
We begin our analysis by examining the best combinations of models and features in
terms of the maximum quality for the ROC-AUC metric (our absolute metric) and the
proportion of time series with forecast improvements compared to the endogenous base-
line (our relative metric). These combinations are shown in Table 2. According to the
ROC-AUC metric, the list of the best combinations includes only the Random Forest
model. According to the second metric, the top combinations are represented only by the
three-layer neural network model. The table also shows that incorporating textual data
into the models enhances the prediction quality of abnormal trading activity. Moreover,
the best results in terms of both metrics are achieved with entropy-based text features
only.

Table 3 contains ten feature combinations with the highest mean values of absolute
and relative quality metrics averaged across all models. It can be seen that all top feature
sets presented in Table 3 are based on text information. Moreover, the majority of best-
performing feature combinations are based on the entropy approach, in which vector text
representation prevails. Indeed, six out of ten top-performing feature sets in terms of the
first metric, and seven sets in terms of the second metric are constructed as entropies
calculated from embeddings.

In contrast to the entropies obtained from embeddings, an extended baseline based on
shallow feature-enriched models deteriorates the models’ performance. At the same time,
sentiment-based approaches provide slight improvements in forecasting accuracy but fall
significantly short compared to entropy-based methods. Figure 8 shows forecasting results
grouped by the feature construction approach.
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Table 3 Top-10 features ranked by the mean value of ROC-AUC and percent of time series with
quality improvements in the stock market domain

Metric Feature name Mean Std

ROC-AUC Renyi + Doc2Vec 0.6229 0.0362
Renyi + FastText 0.6223 0.0361
Tsallis + FastText 0.6223 0.0364
Shannon + Word Count 0.6222 0.0385
Tsallis + Word Count 0.6221 0.0375
Renyi + BERT 0.6220 0.0367
Extropy + DTM 0.6219 0.0362
Extropy + Word Count 0.6219 0.0373
Shannon + BERT 0.6218 0.0370
Shannon + FastText 0.6218 0.0377
Best extended baseline 0.6032 0.0456
Best sentiment baseline 0.6022 0.0496

% of time series with quality improvements Extropy + Word Count 80.62 17.59
Shannon + FastText 79.38 17.48
Renyi + Doc2Vec 79.38 17.76
Extropy + DTM 78.75 13.87
Shannon + Doc2Vec 78.75 16.15
Shannon + BERT 78.75 18.80
Shannon + Word Count 78.75 20.66
Renyi + FastText 78.12 20.37
Tsallis + Doc2Vec 77.50 15.92
Tsallis + FastText 77.50 19.19
Best extended baseline 25.00 34.30
Best sentiment baseline 53.75 7.46

Figure 8 Forecasting results aggregated by feature construction approach, stock market domain

Figure 9 represents forecasting results aggregated by different entropy functions used.
It demonstrates that neither individual entropy choice nor parametric vs non-parametric
entropy choice has any effect on the forecasting results for the stock market domain by
either absolute or relative metrics.
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Figure 9 Forecasting results aggregated by entropy, stock market domain

Finally, we consider the impact of the model choice on the ability to predict abnormal
trading volumes with entopy-based features. Figure 10 represents forecasting results ag-
gregated by the chosen model in terms of absolute and relative quality metrics. According
to the absolute metric (Fig. 10.A), the best results are achieved on models using decision
trees (RF, average ROC-AUC score - 0.658). According to the relative metric (Fig. 10.B), the
most significant gain is achieved on a three-layer neural network (on average 91% of time
series demonstrate quality improvements), which, however, loses to LogReg in terms of
the absolute metric (0.602 versus 0.623). At the same time, models based on decision trees
seem to yield the best balance between the quality metrics, with relative quality reaching
84% of time series and absolute quality being the highest.

Overall, we can conclude that it is a combination of an entropy-based feature construc-
tion approach and a non-linear model that provides the highest prediction quality in the
stock market domain, while the level of text data aggregation and the type of entropy are
of little importance.

6.2 ATM withdrawal volumes
Passing to the ATM domain, we, too, start from the analysis of the best combinations of
models and features. Table 4 presents these combinations sorted by the maximum MAE
improvement and the proportion of time series with forecast improvements compared to
the endogenous baseline. The results show the superiority of the text-based approaches
over the endogenous model (first baseline), confirming that in this domain, too, news can
increase models’ predictive power. The top ten combinations in terms of MAE improve-
ment are based exclusively on the three-layer neural networks models, while SVR, RF, and
LinReg are among the ten models improving the largest proportion of time series. All best
models use only entropy-based feature sets. In contrast to the stock market domain, the



Riabykh et al. EPJ Data Science           (2025) 14:17 Page 21 of 45

Figure 10 Forecasting results aggregated by model, stock market domain

best lexicon-based sentiment approach did make it into the top list for the relative met-
ric, although it still significantly underperformed on the absolute metric, as compared to
entropy-based approaches. Among news sources, RIA by far exceeds all the rest by its
representation in both lists of the best models. The only exceptions are two Kommersant-
based models appearing at the bottom of the list of models sorted by the proportion of
time series improved.

In light of this visible inter-source variance, in our further analysis, the effects of indi-
vidual news sources on model performance are given special attention. Table 5 contains
the top five feature combinations for both metrics—relative and absolute—for each media
source separately. We can see that, as in the stock market domain, only feature sets based
on the entropy approach yield the best forecasting results, and no shallow feature-enriched
approaches find their way into the top list. This is true for all news agencies. The situation
is somewhat different when it comes to sentiment-based models: for Kommersant and
RIA, the top results across both metrics are still dominated by entropy-based approaches,
but for Vedomosti, sentiment-based models occupy the absolute top positions in terms of
both metrics. Additionally, in contrast to the stock market domain, we observe multiple
levels of abstraction in the source text data in this domain. It is also worth noting that the
majority of the best-performing models are based on parametric entropies (ten out of 15
and nine out of 15 for MAE improvement and the proportion of time series improved,
respectively).

Figure 11 shows forecasting results grouped by feature construction approach (shallow
feature-based methods of text processing, lexicon-based sentiment approach and three
types of entropy-based feature construction methods: word count, topic modeling, and
embeddings). This representation is similar to Fig. 9, but visualizes each of the three news
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Table 4 Top 10 approaches ranked by % of MAE gained and by percent of time series improved,
ATM withdrawals domain

Metric Approach Value

MAE improvement, % 3L-NN + Tsallis + Word2Vec (Ria) 20.38
3L-NN + Shannon + Word Counts (Ria) 20.07
3L-NN + Tsallis + FastText (Ria) 19.35
3L-NN + Renyi + FastText (Ria) 19.32
3L-NN + Renyi + Doc2Vec (Ria) 19.26
3L-NN + Tsallis + Word2Vec (Ria) 19.26
3L-NN + Renyi + Word2Vec (Ria) 18.92
3L-NN + Extropy + Word Counts (Ria) 18.69
3L-NN + Renyi + Word Counts (Ria) 18.59
3L-NN + Shannon + DTM (Ria) 18.42
Best extended baseline 13.55
Best sentiment baseline 13.03

% of time series with quality improvements SVR + Renyi + FastText (Ria) 95.00
SVR + Tsallis + FastText (Ria) 94.00
SVR + Shannon + LDA (Ria) 94.00
RF + Shannon + Word Counts (Ria) 93.00
SVR + Renyi + LDA (Ria) 93.00
SVR + Extropy + Word Counts (Ria) 93.00
SVR + Extropy + LDA (Ria) 93.00
RF + Shannon + Doc2Vec (Ria) 93.00
LinReg + Tsallis + FastText (Kommersant) 93.00
SVR + Tsallis + Word Counts (Kommersant) 93.00
Best extended baseline 88.00
Best sentiment baseline 93.00

sources separately. By total MAE improvement metric (Fig. 11.A), the extended baseline
shows very noisy results with high variance, and we cannot conclude that on average it
beats the endogenous model. Also, it can be seen that the results vary greatly between
media - RIA Novosti shows better results than both Kommersant and Vedomosti for all
entropy approaches (word, topic, and embedding levels). Globally, the top three best fea-
ture generation approaches are word counts, DTM, and Doc2Vec based on RIA Novosti.
Further, as it can be seen from Fig. 11.B, the distribution of the proportions of improved
time series by the levels of abstraction is similar to that in the stock exchange domain. The
extended baseline models on average improve 51.55% of time series predicted with Kom-
mersant data, 43.85% of those predicted with Vedomosti texts, and 54.0% of times series
predicted with the news from RIA Novosti. The average improvement across all entropy-
based approaches is 75.75%, 50.82% and 83.37% of time series, respectively, which is visibly
higher. The results for the extended baseline in terms of the proportion of improved times
series are as noisy as in terms of maximum MAE improvement. They are also far worse
than the results for the entropy approaches. Globally, in the ATM domain, the best three
approaches by the proportion of improved times series are exactly the same as by the
maximum MAE improvement - word counts, DTM, and Doc2Vec combined with RIA
Novosti. The effectiveness of the lexicon-based sentiment approach varies significantly
across different sources. It performs poorest with RIA Novosti compared to other sources
and methods, achieves performance comparable to other approaches for Kommersant,
and delivers the best results for Vedomosti, surpassing both entropy-based and shallow
feature-based methods. This variation is likely explained by dataset sizes, with Vedomosti
being the smallest and RIA Novosti the largest collection. These findings align with previ-
ous observations that simpler approaches can outperform more complex ones when data
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Table 5 Top 5 features ranked by the mean value of key metrics for three media sources, ATM
withdrawals domain

Media name Target variable Feature name Mean Std

Kommersant MAE improvement, % Extropy + Doc2Vec 9.20 4.26
Tsallis + LDA 8.46 4.27
Shannon + Doc2Vec 8.45 4.06
Tsallis + Words Count 8.25 4.31
Renyi + LDA 8.24 3.35
Best extended baseline 4.14 8.56
Best sentiment baseline 6.33 3.96

% of time series with quality improvements Renyi + LDA 86.80 4.09
Extropy + Doc2Vec 86.00 5.87
Tsallis + Words Count 85.60 8.85
Tsallis + LDA 84.80 6.42
Renyi + Word2Vec 84.00 3.74
Best extended baseline 64.60 24.54
Best sentiment baseline 82 8.00

RIA MAE improvement, % Renyi + Words Count 14.15 3.37
Tsallis + Words Count 14.01 2.00
Tsallis + Word2Vec 13.73 4.14
Renyi + Word2Vec 13.43 3.56
Tsallis + FastText 0.26 14.96
Best extended baseline 0.26 8.56
Best sentiment baseline –0.03 1.58

% of time series with quality improvements Renyi + FastText 88.40 4.93
Tsallis + FastText 88.20 4.60
Tsallis + TF-IDF 87.80 3.83
Shannon + Words Count 87.60 5.55
Extropy + Doc2Vec 87.40 5.41
Best extended baseline 61.20 28.74
Best sentiment baseline 47.80 9.58

Vedomosti MAE improvement, % Shannon + TF-IDF 3.07 5.55
Tsallis + LDA 2.93 4.27
Extropy + TF-IDF 2.77 5.30
Renyi + LDA 2.61 3.75
Shannon + Words Count 1.79 5.02
Best extended baseline –0.06 10.09
Best sentiment baseline 3.29 3.66

% of time series with quality improvements Renyi + LDA 61.00 17.54
Tsallis + LDA 59.60 18.89
Shannon + TF-IDF 58.00 31.52
Extropy + TF-IDF 57.40 29.47
Shannon + Words Count 55.20 22.71
Best extended baseline 51.20 26.14
Best sentiment baseline 69.40 13.94

is scarce but struggle to compete when ample data is available. Overall, the sentiment ap-
proach does not yield the best results among the methods evaluated in this study.

Figure 12 shows how the values of forecasting metrics depend on the type of entropy
and the news source. Our conclusions for the ATM domain are very different from those
for the stock market domain where all entropies demonstrate similar results. Here, the
two parametric entropies, Tsallis and Renyi, based on Kommersant and RIA Novosti data,
obviously perform better than all other combinations in terms of both quality metrics.
Although for Vedomosti the choice of entropy type does not significantly affect the fore-
casting result, on average, using parametric entropy further reduces MAE by 2 percentage
points compared to methods that use non-parametric entropy. One possible explanation
for this can be derived from the observation made by Lesche [51] who demonstrated that
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Figure 11 Forecasting results aggregated by level of abstraction, ATM network domain

Rényi entropy exhibits greater sensitivity to fluctuations in distributions compared to clas-
sical entropies, due to its parametric nature. This characteristic could potentially apply to
other parametric entropies, offering them an advantage in capturing highly volatile distri-
butions by adjusting the parameter q (referred to as the deformation parameter in statisti-
cal physics). In our study, stock price fluctuations appear to have experienced less dramatic
change over time than those in cash withdrawals, which may explain why neither Rényi
nor Tsallis entropies show a clear advantage over Shannon entropy in this prediction task.
In contrast, the ATM domain is characterized by time series with significant structural
changes over the studied period, influenced by external events such as the COVID-19
pandemic. As a result, parameterized entropies are able to better describe these data. Al-
though this hypothesis is consistent with the observed performance differences, further
research is necessary to substantiate the role of parametric entropy in addressing struc-
tural changes in time series forecasting.

The effect of the model choice on the values of both quality metrics can be seen in
Fig. 13. According to the absolute metric (Fig. 13.A), the best model is 3L-NN based on
RIA Novosti with a score of 15.95 %, while in terms of the relative metric (Fig. 13.B), the
best performance is demonstrated by the combination of RF and RIA Novosti with the
score of 89.66 %. Both combinations employ non-linear models, while the highest results
of LinReg are 6.62% and 76.59 %, respectively. This suggests that non-linearity can con-
tribute to the prediction quality improvement for methods that use the entropy approach.

All the above mentioned figures also speak in favor of a large variation between media
sources in terms of their effect on the prediction quality. This is confirmed in Fig. 14.
Entropy-based features constructed from RIA Novosti news on average allow for MAE
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Figure 12 Forecasting results aggregated by entropy, ATM network domain

Figure 13 Forecasting results aggregated by model, ATM network domain

improvement by 11.2% thus outperforming models with features based on the other two
sources. Specifically, Kommersant-based features yield MAE improvement by 6.11%, as
compared to the first baseline, while using Vedomosti does not always improve the quality
at all.
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Figure 14 Forecasting results aggregated by media, ATM network domain

Table 6 Top 10 approaches ranked by % of MAE gained and % of time series improved, ATM
withdrawals domain

Metric Approach Value

MAE improvement, % GARCH + Renyi + TF-IDF (Kommersant) 25.55
GARCH + Renyi + DTM (Ria) 24.48
GARCH + Shannon + BERT (Kommersant) 23.38
GARCH + Tsallis + FastText (Ria) 23.11
GARCH + Renyi + BERT (Kommersant) 22.93
GARCH + Tsallis + TF-IDF (Kommersant) 22.60
GARCH + Extropy + BERT (Vedomosti) 22.46
GARCH + Renyi + Counts (Ria) 22.26
GARCH + Tsallis + LDA (Kommersant) 22.09
GARCH + Renyi + LDA (Kommersant) 22.03

% of time series with quality improvements GARCH + Extropy + DTM (Kommersant) 82.0
GARCH + Tsallis + Doc2Vec (Kommersant) 81.0
GARCH + Renyi + DTM (Ria) 80.0
GARCH + Tsallis + DTM (Kommersant) 80.0
GARCH + Renyi + DTM (Kommersant) 80.0
GARCH + Tsallis + LDA (Kommersant) 79.0
GARCH + Shannon + Doc2Vec (Kommersant) 79.0
GARCH + Renyi + Doc2Vec (Kommersant) 78.0
GARCH + Renyi + BERT (Kommersant) 77.0
GARCH + Extropy + DTM (Ria) 77.0

6.2.1 GARCH model
Table 6 presents ten feature combinations with the highest values of absolute and relative
quality metrics across all GARCH-based models. Notably, all entries in the table consist
exclusively of models using the proposed entropy-based features. In terms of the MAE
improvement metric, top 10 econometric approaches outperform the machine learning
approaches listed in Table 4. However, when evaluating the percentage of time series with
improved forecast quality, GARCH models fall behind ML models. This discrepancy sug-
gests that GARCH-based models achieve significant improvements on certain time series
but do not deliver consistent gains across the broader set thereof. Similarly, the results
vary greatly for different feature sets (see Tables A.10 - A.11 in Appendix A). While some
feature combinations yield outstanding improvements, others result in abnormal deteri-
oration, and no pattern is traceable, and, moreover, the connection between feature type
(entropy-based vs others) and the quality of the prediction is not traceable. All this indi-
cates the low robustness of the econometric approach for the task under consideration.
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Table 7 Performance of mixed top models combinations in the stock market domain

Metric Approach Value

ROC-AUC (RF + Shannon + Word Counts) + (3L-NN + Renyi + FastText) 0.661

% of time series with quality improvements (RF + Shannon + Word Counts) + (3L-NN + Renyi + FastText) 87.500

Table 8 Performance of mixed top feature combinations in the stock market domain

Metric Feature name Mean Std

ROC-AUC (Renyi + Doc2Vec) + (Extropy + Words count) 0.6023 0.0496

% of time series with quality improvements (Renyi + Doc2Vec) + (Extropy + Words count) 53.76 7.47

6.3 Investigating feature and model synergies
In this section, we focus on the potential advantages of combining the top-performing
features and ML models identified in our study, for the two liquidity domains under con-
sideration. First, we evaluate the performance of blending the two best models based on
absolute and relative metrics, respectively. This is done using a simple weighted average of
the predictions, with the weights determined through cross-validation as outlined in the
Evaluation procedure section. Second, we select the two feature types that exhibit the best
average individual performance across all ML models under consideration, and then cal-
culate mean performance values for the models using the two best feature types together.

Table 7 showcases the results of combining the two top-performing models in the stock
market domain: the Random Forest model, trained using Shannon entropy based on word
count (one of the four models exhibiting the highest ROC-AUC), and the 3L-NN model,
trained with Rényi entropy utilizing contextual embeddings produced with FastText (the
absolute leader according to the relative metric). In terms of this metric, blending the top
models results in a decline in performance, whereas it slightly enhances performance when
evaluated using ROC-AUC. Overall, the results remain fairly close to those achieved by
models using one model and one feature type.

The best feature combination in the stock market domain for the absolute metric is the
parametric Renyi entropy calculated using Doc2Vec embeddings, while for the relative
metric, it is Extropy based on words count. The results of jointly leveraging these features
across the ML models under consideration are presented in Table 8. As we can see, joint
usage of these features lead to a performance decline according to both metrics as com-
pared to the signle-type feature usage.

The results of blending the two best models for the ATM network domain are pre-
sented in Table 9. They include 3L-NN model trained with Tsallis entropy derived from
RIA-Novosti-based Word2Vec, as the model that yielded the highest MAE improvement,
and the SVR model trained with Renyi entropy derived from contextual embeddings pro-
duced by FastText (also based on RIA Novosti), as the best model in terms of the relative
metric. In terms of both metrics blending the best models significantly degrades overall
performance.

The best feature combination in the ATM domain for the absolute metric is the para-
metric Renyi entropy calculated using words count (based on RIA Novosti), while for the
relative metric, it is Renyi entropy derived from contextual embeddings produced by Fast-
Text (based RIA Novosti). The results of jointly leveraging these features across the ML
models under consideration are presented in Table 10. As we can see, joint usage of these
features also worsens overall performance on both metrics.
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Table 9 Performance of mixed top models combinations in the ATM network domain

Metric Approach Value

MAE improvement, % (3L-NN + Tsallis + Word2Vec (Ria)) + (SVR + Renyi + FastText (RIA)) 6.92

%of time series with quality
improvements

(3L-NN + Tsallis + Word2Vec (Ria)) + (SVR + Renyi + FastText (RIA)) 80.00

Table 10 Performance of mixed top feature combinations in the ATM network domain

Metric Feature name Mean Std

MAE improvement, % (Renyi + Words Count (Ria)) + (Renyi + FastText (Ria)) 7.46 4.20

% of time series with quality improvements (Renyi + Words Count (Ria)) + (Renyi + FastText (Ria)) 77.80 13.66

Our findings demonstrate that, while the results vary across different domains, the com-
bination of features and models either slightly improves performance on some metrics or
significantly degrades it on others. This suggests that the best approach is to rely on in-
dividual features and models, as the current complexity of our framework is approaching
a saturation point where additional complexity yields diminishing returns in predictive
performance. It is important to note that our conclusions are based on the exploration of
a local neighborhood of feature and model combinations, while a broader, more compre-
hensive investigation of combinations represents a promising direction for future studies.

7 Conclusion
In this paper, we proposed and explored an entropy-based text feature engineering ap-
proach for forecasting financial liquidity changes. The novelty of our work lies in several
aspects. First, we introduce the use of economic news as unstructured data to predict
changes in ATM cash withdrawal volumes, achieving visible improvement in forecasting
quality. Second, we show that entropy-based approaches to generating textual features
improve the quality of models for predicting changes in trading volumes on the stock ex-
change, as compared to models without textual data. Third, we, moreover, find that our
entropy approach significantly outperforms the widely used shallow feature-based meth-
ods of text processing and lexicon-based sentiment approach for two different domains.
Thus, our approach is promising as a potentially universal solution for text feature gen-
eration in many other liquidity domains. Fourth, while developing our entropy approach,
we carry out extensive experiments and significantly broaden the spectrum of techniques
allowing it to perform better, as compared to a few other approaches using entropies to
predict financial liquidity flows [27, 29]. Specifically, the previous works used only LDA as
the main model for generalizing information from raw text data. In contrast, we process
text data at various levels of abstraction: at the level of changes in word frequency (relative
frequency growth) and word importance (smoothed TF-IDF), at the level of time-stable
(LDA) and time-varying (DTM) probabilistic topics, as well as at the level of context via
embedding techniques (Word2Vec, Doc2Vec, FastText, and BERT). In addition, while the
mentioned works considered only Shannon entropy, we use both non-parametric (Shan-
non, Extropy) and parametric (Renyi, Tsallis) functions. Finally, we explore the extent to
which the type of machine learning model influences the ability to extract the most from
entropy-based text features in terms of prediction quality, which has not been done before.

To prove the efficiency of the proposed feature engineering procedure, we have car-
ried out experiments on the prediction of changes in the stock market trading volume
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of leading Russian companies and the volume of cash withdrawals in ATM network of a
leading Russian bank. This was done with text data from the economic sections of leading
Russian-language news media. We investigated several machine learning models: Gradi-
ent Boosting Machine (GBM), Random Forest (RF), 3-layer Neural Networks (3L-NN),
Support Vector Machine (SVM), and Logistic Regression (LogReg) for classifying stock
market volume (normal vs abnormal) and Gradient Boosting Regressor (GBR), Support
Vector Regressor (SVR), Linear Regression (LinReg), Random Forest, and 3-layer Neural
Networks in regression mode for predicting the difference between weekly withdrawal
volume at each given date and the volume of withdrawals from the same ATM one year
before. Additionally, we explored the applicability of the econometric approach based
on Generalized Autoregressive Conditional Heteroskedasticity (GARCH) for predicting
changes in ATM withdrawal volume.

We constructed and tested several types of feature spaces: endogenous features from
the time series and the industrial calendar (first baseline), endogenous features en-
riched with text features obtained using Shallow feature-based methods of text processing
(Word2Vec, Doc2Vec, FastText, BERT) (extended baseline), and endogenous features en-
riched with features obtained using the proposed entropy-based approach. Within the
entropy-based approach, we studied four types of entropy functions (Shannon, Renyi,
Tsallis, and Extropy), three different types of text abstraction (word level: words count, and
TF-IDF technique; topic modeling: LDA and DTM topics, and embeddings: Word2Vec,
Doc2Vec, FastText, and BERT). We also considered an extra baseline based on the sen-
timent lexicon from PolSentiLex [48], incorporating it into all the evaluated endogenous
machine learning models as well as the econometric approach based on GARCH.

We tested 418 principles of feature space formation and model choice. Regression mod-
els were assessed for their ability to forecast 100 time series in the ATM withdrawal do-
main with text data from three news sources (Kommersant, Vedomosti, RIA Novosti) sep-
arately. Classification models were assessed for their ability to predict 32 time series in the
stock market domain, based on Interfax news agency as a news source. In total, we gen-
erated 74,480 predictions. We assessed the quality of the constructed models using abso-
lute and relative metrics. The absolute metric for the stock market volumes domain was
the ROC-AUC score, for the ATM withdrawal volumes domain it was the proportion of
change in the Mean Absolute Error in comparison to the baseline model that does not use
financial news data. The proportion of financial time series whose forecast has improved
was used as a relative metric for both considered domains.

In the task of predicting abnormal trading volumes on the Moscow Stock Exchange, the
best result in absolute values according to the ROC-AUC metric is 0.660, which is achieved
using the Random Forest model and the entropy approach to generating text features from
the data on word frequency change. Two baseline models - the one using shallow feature-
based methods of text processing (extended baseline) and the one using no text features
at all (first baseline) - produce identical quality in terms of ROC-AUC (0.644). Thus, the
extended baseline shows no improvement over the first baseline. The sentiment baseline,
however, shows a slight but significant improvement, achieving an ROC-AUC of 0.646.

In terms of the proportion of time series with improved forecasting quality, the best re-
sult (96.875%) is achieved using a 3-layer Neural Network combined with entropy-based
feature sets, which exceeds the best extended baseline result (68.750%) by 28.125 p.p.



Riabykh et al. EPJ Data Science           (2025) 14:17 Page 30 of 45

Moreover, we find that the ten best feature spaces in terms of absolute and relative met-
rics consist only of those based on our proposed entropy approach. On average, shallow
feature-based methods of text processing improve forecasting quality for 23% of time se-
ries, while the entropy approach shows an improvement in 76% of cases. Regarding the
sentiment baseline, the best result for the relative metric is 62.5%, and on average, mod-
els utilizing sentiment improve forecasts for 54% of time series, which is also significantly
lower than the results achieved by entropy-based approaches.

Additionally, in the stock market domain, as opposed to the ATM domain, we find no
influence of the type of entropy (parametric vs non-parametric) on the forecasting results.
Conversely, model type seems to affect prediction quality: non-linear models based on de-
cision trees on average show higher quality in terms of both ROC-AUC score (0.658 from
RF versus 0.623 from LogReg), and in terms of the fraction of time series with quality im-
provements. This points to the potential usefulness of non-linearity for quality improve-
ment in the considered task.

In the problem of forecasting changes in ATM withdrawal volumes, the highest im-
provement in Mean Absolute Error (MAE) compared to the endogenous model is 25.55%,
achieved using the GARCH approach with a feature space derived from the entropy
method. For machine learning models, the best result is 20.38%, obtained with a 3-layer
Neural Network, also utilizing a feature space based on the entropy approach. The best
result for models using shallow feature-based methods of text processing is 13.55%. The
best result for sentiment-based models is 13.03%.

In terms of the proportion of time series with improved forecasting quality, the best re-
sult is 95% achieved using a Support Vector Regressor based on entropy features, which
exceeds the best extended baseline by 7 p.p. (95% versus 88%) and the best sentiment
baseline by 2 p.p. (95% versus 93%). Moreover, the top five feature spaces in terms of both
absolute and relative metrics consist only of the features generated with the proposed en-
tropy approach for two of the three news sources considered. For the third news source,
entropy-based features are also among the top performers but are outperformed by ap-
proaches based on lexicon-based sentiment which is likely related to the small size of Ve-
domosti dataset. In addition, GARCH-models with textual features and ML-models using
shallow feature-based methods of text processing are characterized by a high degree of
instability of results in terms of Mean Absolute Error improvements relative to the en-
dogenous model.

The influence of the level of abstraction of source text data is uneven across news
sources; globally the three best approaches for text transformation in the entropy approach
are word counts, Doc2Vec, and DTM based on RIA Novosti. In contrast to the stock ex-
change domain, approaches using parametric entropies (Renyi, Tsallis) outperform those
based on non-parametric entropies (Shannon, Extropy). Thus, in terms of MAE reduction
compared to the endogenous model, parametric entropies provide an average improve-
ment of 2 percentage points over their non-parametric counterparts. This advantage is
likely due to the ability of parametric entropies to capture structural changes in distribu-
tions, such as those observed in our ATM data.

The choice of machine learning model also significantly influences forecasting results
using the entropy-based text feature engineering approach. Like in the stock exchange
domain, in the ATM domain we have suggestive evidence in favor of the positive role of
model non-linearity for prediction quality. The best non-linear solution compares to that
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achieved by linear regression as 15.95% to 6.62% in terms of MAE improvement and as
89.66% to 76.59% in terms of the proportion of improved time series.

Our results also show a significant correlation between the choice of news source and
the quality of the resulting models: the best results in forecasting are achieved by RIA
Novosti and Kommersant news sources, but there is not always an improvement in the
quality when Vedomosti is used. Summarizing the above, we can conclude that in the
ATM withdrawals volume changes domain, non-linear models using the entropy-based
text feature engineering approach with parametric entropy functions perform best.

Our approach has several practical implications. First, high-quality forecasts of abnor-
mal trading volumes on the stock exchange allow optimizing distribution of the load on the
exchange infrastructure, the developing of risk monitoring systems, and enriching trading
strategies. Second, better prediction of ATM cash demand helps banks to optimize their
ATM networks management, thereby improving user experience and minimizing opera-
tion costs. Third, a unified assessment of the impact of news on the most significant do-
mains of financial liquidity allows for high-quality and interpretable stress testing in case
of global macroeconomic shocks which also is a promising subject for further research. Fi-
nally, the proposed approach can extend to other markets and financial liquidity domains.

Appendix A
A.1 Sentiment baseline results

Table A.1 Results for sentiment baseline, stock market domain

Model ROC-AUC % of time series with quality improvements Wilcoxon-test p-value

GBM 0.639 59 0.030
LogReg 0.626 62 0.060
3L-NN 0.568 53 0.000
RF 0.646 44 0.000
SVM 0.532 50 0.000

Table A.2 Results for sentiment baseline, ATM network domain

Media name Model MAE improvement, % % of time series with quality improvements DM-test p-value

Kommersant GARCH 20.1761 64 0.046
GBM 5.7822 77 0.000
LinReg 5.8758 85 0.000
3L-NN 13.0272 93 0.000
RF 4.2435 83 0.000
SVR 2.7310 72 0.000

RIA GARCH 20.3186 46 0.043
GBM -2.3618 37 0.998
LinReg 0.4243 58 0.076
3L-NN 2.0272 57 0.024
RF -0.3022 40 0.805
SVR 0.0443 47 0.463

Vedomosti GARCH 21.3680 68 0.031
GBM 1.8586 58 0.023
LinReg 0.4587 57 0.082
3L-NN 9.6513 91 0.000
RF 1.6424 67 0.000
SVR 2.8209 74 0.000
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A.2 First and extended baselines results

Table A.3 Baseline results for stock market

Model ROC-AUC

GBM 0.637
RF 0.644
3L-NN 0.568
SVM 0.538
LogReg 0.624

Table A.4 Results for raw embeddings, stock market domain

Metric Model Embedding

ROC-AUC GBM 0.6368 0.6368 0.6368 0.6368
RF 0.6441 0.6441 0.6441 0.6441
3L-NN 0.5699 0.5714 0.5724 0.5709
SVM 0.5331 0.5338 0.5372 0.5398
LogReg 0.6242 0.6242 0.6242 0.6242

% of time series with quality improvements GBM 0 0 0 0
RF 0 0 0 0
3L-NN 59.38 62.50 68.75 65.64
SVM 53.14 46.88 53.14 59.38
LogReg 0 0 0 0

Table A.5 Results for raw embeddings, ATM network domain

Metric Media name Model Embedding source

Word2Vec Doc2Vec FastText Bert

MAE improvement, % Kommersant GBM –7.42 5.81 –1.56 1.73
RF –5.85 1.82 –0.90 0.35
3L-NN 7.74 13.55 –1.14 8.58
SVR 4.16 8.65 2.94 5.39
LinReg –13.91 –9.14 –26.60 –12.52

RIA GBM 8.24 1.55 2.75 –2.51
RF 4.46 –0.24 1.01 –3.09
3L-NN 10.53 5.43 6.89 10.07
SVR 4.13 5.60 5.36 3.68
LinReg –26.08 –21.53 –24.86 –29.85

Vedomosti GBM –1.90 1.11 2.09 –6.34
RF –0.81 –0.23 0.03 –7.43
3L-NN 6.69 5.11 10.82 0.69
SVR 2.96 –0.91 3.35 2.09
LinReg –22.64 –10.18 –16.58 –16.74

%of time series with
quality
improvements

Kommersant GBM 27 64 41 53
RF 29 59 48 53
3L-NN 72 85 45 78
SVR 73 88 67 77
LinReg 23 27 8 14

RIA GBM 75 54 60 49
RF 70 51 60 41
3L-NN 77 57 58 84
SVR 74 82 77 68
LinReg 10 6 15 12

Vedomosti GBM 40 51 49 30
RF 49 52 49 21
3L-NN 67 68 81 40
SVR 66 42 66 55
LinReg 6 19 11 15
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A.3 Entropy-based text feature engineering approach results

Table A.6 Results for the stock market domain

Target variable Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText BERT

ROC-AUC Shannon GBM 0.653 0.654 0.657* 0.654 0.652 0.653 0.655 0.655
RF 0.656 0.658** 0.660*** 0.655 0.658 0.659** 0.658 0.658
3L-NN 0.605* 0.602 0.602 0.602 0.602 0.603 0.605* 0.603
SVM 0.565 0.564 0.568 0.567 0.566 0.569 0.567 0.570*
LogReg 0.623 0.623 0.623 0.623 0.623 0.623 0.623 0.623

Renyi GBM 0.653 0.653 0.655 0.652 0.652 0.657* 0.655 0.655
RF 0.657** 0.658 0.660*** 0.657** 0.659** 0.658 0.659** 0.658
3L-NN 0.602 0.603* 0.602 0.601 0.601 0.603* 0.602 0.601
SVM 0.567 0.569 0.565 0.567 0.572 0.573* 0.573* 0.572
LogReg 0.623 0.623 0.623 0.624* 0.623 0.623 0.623 0.624*

Tsallis GBM 0.653 0.653 0.655 0.652 0.652 0.657* 0.655 0.655
RF 0.657** 0.658 0.660*** 0.657** 0.659** 0.658 0.659** 0.658
3L-NN 0.602 0.602 0.603 0.602 0.602 0.603 0.604* 0.604*
SVM 0.568 0.564 0.570 0.568 0.568 0.568 0.571* 0.566
LogReg 0.623 0.623 0.623 0.623 0.623 0.623 0.622 0.623

Extropy GBM 0.653 0.655* 0.654 0.655* 0.652 0.654 0.652 0.655*
RF 0.656 0.658** 0.660*** 0.657** 0.658 0.657 0.658 0.658
3L-NN 0.604* 0.602 0.602 0.602 0.602 0.600 0.602 0.601
SVM 0.566 0.572 0.570 0.569 0.566 0.573* 0.566 0.568
LogReg 0.623 0.623 0.623 0.623 0.624* 0.623 0.624* 0.623

% of time
series
with
quality
improve-
ments

Shannon GBM 26 28 30* 27 28 28 29 30*
RF 28 29** 29* 25 26 27 27 27
3L-NN 30 28 30 28 27 31*** 30 29
SVM 19 22 22 19 23 22 25* 25*
LogReg 14 14 15 15 15 18* 16 15

Renyi GBM 25 28 28* 27 26 27 28* 27
RF 25 28* 28* 25 27 28* 27 26
3L-NN 29 29** 29 28 28 31*** 31*** 29
SVM 23 22 23 22 25 25 25 26*
LogReg 16 16 15 17* 15 16 14 15

Tsallis GBM 26 28* 28* 27 26 27 28* 27
RF 25 28* 27 25 27 28* 27 25
3L-NN 30 29 31*** 29** 30*** 30 29 28
SVM 21 22 23 22 22 24 26* 25
LogReg 17* 15 15 16 14 15 14 16

Extropy GBM 25 28* 27 26 28* 27 28* 26
RF 29 27 30* 26 28 27 28 26
3L-NN 31*** 29** 31*** 29** 26 29 28 30**
SVM 20 24* 24 24* 24* 24* 23 24*
LogReg 16 18* 17 14 17 15 17 15

*: Best result in row.
**: Best result in column.
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Table A.7 Kommersant, ATM network domain

Target variable Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText BERT

%MAE
improve-
ment, %

Shannon GBM 5.44 4.00 –0.89 –0.05 1.05 6.24 –1.15 4.36
RF 5.86* 4.55 0.76 0.53 0.30 5.67 –0.36 3.75
3L-NN 13.62 13.50 7.86 8.89 11.49 14.77* 9.39 14.15
SVR 4.28 4.10 2.90 2.03 4.72 5.28 3.68 6.33*
LinReg 9.34 9.08 4.91 –0.76 3.51 10.29* 1.42 7.23

Renyi GBM 6.68* 5.66 4.84 –0.72 6.41 6.24 4.36 5.65
RF 5.41 5.46 5.07 2.19 5.38 5.00 4.82 5.60***
3L-NN 13.80* 13.58** 12.16 9.23 11.86 11.48 12.96** 16.19**
SVR 6.48* 4.10 5.81 2.87 4.37 3.23 4.48 5.00
LinReg 8.83 9.12 8.48 –3.47 8.84 0.54 9.41* 8.71

Tsallis GBM 5.92 3.82 3.89 3.62 6.39* 6.35 4.44 5.64
RF 4.00 4.88 5.02 4.98 5.37 5.17 4.86 5.60
3L-NN 14.77** 13.44 14.24** 14.78** 12.23** 6.02 10.08 15.08*
SVR 7.00 4.10 7.09* 4.90 4.87 2.38 5.10 4.50
LinReg 10.61 9.07 11.00* 9.55 8.77 8.94 7.86 8.62

Extropy GBM 3.96 6.10 2.10 –0.71 0.61 6.90* –1.38 5.81
RF 5.59 5.29 0.16 –0.88 0.33 6.57* –0.36 3.72
3L-NN 14.37 13.43 –1.76 10.09 11.83 16.18*** 8.58 15.08
SVR 4.69 4.10 3.04 3.04 4.79 5.96 3.53 6.77*
LinReg 9.69 9.07 3.36 0.35 4.16 10.37 –2.25 7.09

% of time
series
with
quality
improve-
ments

Shannon GBM 78* 69 49 53 56 73 56 69
RF 86 79 61 50 56 89* 50 73
3L-NN 83 85 65 66 86* 82 72 77
SVR 79 82 73 57 78 84 72 85*
LinReg 83 87 64 53 62 91* 62 76

Renyi GBM 80* 71 72 49 79 74 71 78
RF 87* 83 81 59 87*** 82 82 84
3L-NN 88* 85 80 63 87** 79 85 88***
SVR 91*** 82 85 68 81 70 83 82
LinReg 88 88** 85 43 86 48 89*** 87

Tsallis GBM 77 69 72 70 78* 74 73 78*
RF 79 83 82 84 87*** 83 82 84
3L-NN 90* 86 88 88 85 62 77 87
SVR 91** 82 93*** 86 82 70 87 79
LinReg 87 87 93*** 91** 86 83 81 87

Extropy GBM 71 75 48 56 58 77 55 78**
RF 85 84 54 48 57 92*** 49 73
3L-NN 85 86* 46 73 86* 84 69 79
SVR 76 82 74 70 78 87* 72 85
LinReg 86 87* 59 55 65 90 45 77

*: Best result in row.
**: Best result in column.
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Table A.8 Vedomosti, ATM network domain

Target variable Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText BERT

MAE
improve-
ment, %

Shannon GBM 0.57 0.51 3.29 6.06* 1.22 –1.11 0.47 0.33
RF 0.53 0.06 1.15 6.75* 0.63 0.49 0.00 0.87
3L-NN 7.96 8.95* 8.92** 7.87 8.16 8.25** 8.29** 7.68
SVR 1.12* –1.02 0.54 –0.28 0.86 0.98 0.80 0.59
LinReg –4.72 –5.72 –4.97 –5.07 –4.81 –4.65 –4.80 –4.84

Renyi GBM 2.81 3.27 3.60* –2.82 2.12 1.31 0.95 0.84
RF 2.36* 1.15 1.16 0.16 0.45 1.00 0.66 0.18
3L-NN 8.48 9.00*** 7.22 8.03 7.75 6.83 7.86 7.45
SVR 1.26* –1.04 –0.10 0.78 0.26 –1.24 0.79 0.00
LinReg –1.85 –5.66 –5.31 –4.17 –4.71 –5.32 –4.38 –5.07

Tsallis GBM 3.00 2.06 3.64* 2.17 2.13 0.78 1.38 0.66
RF 1.98* 0.98 1.19 1.00 0.50 1.28 0.99 0.12
3L-NN 9.98*** 8.93 8.32 9.62** 8.20** 8.19 8.20 8.20**
SVR 1.10* –1.02 0.16 –0.85 0.74 0.74 0.74 0.74
LinReg –1.41 –5.78 –5.03 –4.16 –4.76 –4.76 –4.76 –4.76

Extropy GBM 2.43 0.12 2.74 5.68* 2.00 –1.06 0.68 –0.39
RF 1.31 –0.54 0.77 5.40* 1.04 0.19 –0.23 0.65
3L-NN 8.13 8.93* 7.80 8.03 8.19 8.21 8.25 8.02
SVR 1.43* –1.02 –0.57 –0.29 0.74 0.75 0.74 0.73
LinReg –5.21 –5.79 –5.22 –4.98 –4.77 –4.72 –4.78 –4.79

% of time
series
with
quality
improve-
ments

Shannon GBM 56 58 66 73* 59 48 52 52
RF 58 57 64 90*** 60 58 51 56
3L-NN 79* 75** 78 73 74** 75** 76** 72
SVR 56* 40 49 44 50 51 49 49
LinReg 22 8 19 10 8 9 9 8

Renyi GBM 61 61 68* 46 64 56 51 58
RF 79* 69 63 61 58 52 57 54
3L-NN 77* 74 69 79 72 72 70 70
SVR 50 40 45 61* 47 41 49 46
LinReg 38 8 8 9 10 6 12 4

Tsallis GBM 64 61 69* 64 63 50 53 58
RF 71* 65 66 65 59 54 62 55
3L-NN 81*** 73 77 81* 74** 74 74 74**
SVR 49 40 51* 42 50 50 50 50
LinReg 33 8 6 11 9 9 9 8

Extropy GBM 61 51 65 79* 63 49 57 51
RF 66 47 64 78* 63 54 50 57
3L-NN 78 73 79*** 74 74** 75** 74 72
SVR 55* 40 45 45 50 50 50 50
LinReg 10 8 12 11 9 9 8 8

*: Best result in row.
**: Best result in column.
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Table A.9 RIA, ATM network domain

Target variable Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText BERT

MAE
improve-
ment, %

Shannon GBM 11.68 12.80 13.06 10.83 13.28* 11.25 12.45 12.55
RF 12.01 11.99 12.13 12.88* 11.81 10.85 11.94 11.21
3L-NN 17.27** 18.42** 20.07*** 15.32 –2.95 18.16 15.27 16.91**
SVR 8.31 8.69 10.98* 6.31 7.94 10.08 5.16 8.74
LinReg 1.22 7.15 6.37 1.21 –6.09 6.48* 3.47 6.34

Renyi GBM 11.72 13.16 16.52 14.17 13.83 13.28 14.54* 12.52
RF 12.40 12.20 13.11 13.17 13.70* 11.46 13.42 11.49
3L-NN 15.85 18.38 18.59 14.38 18.92 19.26** 19.32 14.68
SVR 10.22 8.68 12.34* 7.76 9.53 10.29 11.06 8.97
LinReg 9.56 7.16 10.18 4.11 11.18* 7.65 7.38 6.24*

Tsallis GBM 14.54 13.16 15.77* 13.40 13.83 13.26 14.54 12.51
RF 12.05 12.20 13.79* 12.50 13.72 11.48 13.41 11.49
3L-NN 12.93 18.39 16.32 18.07** 20.38*** 19.26** 19.35** 14.54
SVR 8.92 8.69 11.94* 9.88 9.49 10.35 11.14 8.99
LinReg 7.19 7.12 12.21* 7.67 11.24 7.43 7.37 6.19

Extropy GBM 12.26 13.25 13.99* 10.91 13.39 11.17 11.58 12.65
RF 12.06 13.60* 11.96 12.90 11.64 10.37* 11.70 11.28
3L-NN 16.09 18.41** 18.69* 14.47 –4.23 18.02 15.02 16.90
SVR 8.32 8.69 11.01* 5.93 7.70 10.34 5.14 9.06
LinReg –0.04 7.12* 4.67 2.10 –6.18 6.66 3.96 6.40

% of time
series
with
quality
improve-
ments

Shannon GBM 83 85 85 81 85 83 88* 84
RF 89 91** 93*** 86 89 93*** 90 87
3L-NN 79 81 87 80 53 88 75 90***
SVR 94*** 89 93 85 88 92 81 90**
LinReg 58 83* 80 30 58 79 66 83*

Renyi GBM 80 86 90* 86 81 87 84 83
RF 86 90 91 91 89 90 92* 88
3L-NN 70 82 86 84 79 84 87* 71
SVR 93 89 86 86 91** 91 95*** 84
LinReg 78 83 81 70 80 81 84* 81

Tsallis GBM 84 86 86 85 81 87* 84 83
RF 89 90 91 91 89 90 92* 88
3L-NN 67 81 75 83 81 83 87* 71
SVR 89 89 91 92** 91** 92 94* 84
LinReg 73 87 84 88* 85 81 84 79

Extropy GBM 82 83 90* 75 88 85 87 84
RF 90 88 93** 85 89 91 90 88
3L-NN 79 81 86 77 51 90* 74 89
SVR 93* 89 91 80 88 92 81 90**
LinReg 56 83* 75 57 54 79 66 84

*: Best result in row.
**: Best result in column.

A.4 Econometric approach results

Table A.10 Results for raw embeddings and lexicon-based sentiment, ATM network domain

Metric Media name Model Word2Vec Doc2Vec FastText Bert Sentiment

MAE improvement, % Kommersant GARCH 8.36 17.77 –9.20 5.99 20.18
RIA 6.55 –134.04 17.20 8.52 20.32
Vedomosti 3.33 –62.99 6.58 –1.02 21.37

% of time series with
quality
improvements

Kommersant GARCH 20.0 40.0 9.0 8.0 64.0
RIA 42.0 36.0 40.0 23.0 46.0
Vedomosti 7.0 17.0 12.0 9.0 68.0
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Table A.11 Results for GARCH model with entropy-based approach, ATM network domain

Media Metric Entropy Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText BERT

Kommersant MAE
improvement,
%

Shannon –12,712.384 16.001 –44.163 –11.235 –49.764 12.325 –15.412 23.382
Renyi 22.026 20.621 –182.852 25.547 –31.323 –19.141 –108.504 22.934
Tsallis 22.090 –71.191 12.832 22.595 6.604 4.376 8.238 19.795
Extropy 11.322 15.181 –1.918 11.350 –31.054 –107.900 –58.384 20.426

% of time
series with
quality im-
provements

Shannon 72 82 74 44 61 79 53 74
Renyi 77 80 74 61 57 78 56 77
Tsallis 79 80 66 62 64 81 51 74
Extropy 74 82 76 60 71 71 43 64

Vedomosti MAE
improvement,
%

Shannon 7.696 15.916 –1169.705 14.462 4.184 2.667 12.520 20.337
Renyi 17.271 18.646 –434.900 17.534 3.147 –580.699 5.697 13.618
Tsallis 15.993 14.877 –9,622,452 * 1012 14.589 0.579 13.396 3.444 1.371
Extropy 19.036 –303.916 1673.300 8.911 –7.147 12.017 10.114 22.458

% of time
series with
quality im-
provements

Shannon 34 19 16 20 11 12 11 12
Renyi 18 18 14 22 9 12 10 9
Tsallis 13 18 13 19 9 13 10 11
Extropy 27 19 23 19 9 9 10 10

RIA MAE
improvement,
%

Shannon –1.034 17.130 21.328 –38.644 –312.063 15.679 0.203 19.717
Renyi 18.490 24.480 22.259 –32.509 0.517 15.562 11.553 13.911
Tsallis –18.304 17.262 18.475 –30.190 19.260 4.354 23.105 12.273
Extropy 12.716 18.658 5.471 –50.390 17.913 14.090 –288.619 6.335

% of time
series with
quality im-
provements

Shannon 59 77 44 40 46 68 57 54
Renyi 62 80 47 47 39 68 64 66
Tsallis 60 74 46 49 39 66 69 61
Extropy 56 77 61 29 46 69 46 53

A.5 Statistical significance results

Table A.12 Wilcoxon-test p-values for raw embeddings, stock market domain

Model Word2Vec Doc2Vec FastText BERT

GBM 0.872 0.814 0.880 0.888
RF 0.067 0.066 0.064 0.067
3L-NN 0.000 0.000 0.000 0.000
SVM 0.970 0.970 0.816 0.000
LogReg 0.044 0.044 0.044 0.043
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Table A.13 Wilcoxon-test p-values for entropy-based approach, stock market domain

Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText BERT

Shannon GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LogReg 0.453 0.185 0.892 0.944 0.966 0.794 0.959 0.352

Renyi GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LogReg 0.953 0.185 0.697 0.315 0.713 0.183 0.332 0.41

Tsallis GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LogReg 0.448 0.185 0.624 0.484 0.397 0.415 0.374 0.562

Extropy GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LogReg 0.604 0.185 0.740 0.854 0.067 0.446 0.624 0.830

Table A.14 DM-test p-values for raw embeddings, ATM network domain

Media Model Word2Vec Doc2Vec FastText BERT

Kommersant GBM 1.0 0.0 0.839 0.147
RF 1.0 0.025 0.8 0.371
3L-NN 0.0 0.0 0.845 0.0
SVR 0.0 0.0 0.0 0.0
LinReg 1.0 1.0 1.0 1.0

RIA GBM 0.0 0.169 0.039 0.916
RF 0.0 0.604 0.138 1.0
3L-NN 0.0 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0
LinReg 1.0 1.0 1.0 1.0

Vedomosti GBM 0.895 0.272 0.087 1.0
RF 0.786 0.605 0.488 1.0
3L-NN 0.0 0.0 0.0 0.266
SVR 0.0 0.883 0.0 0.014
LinReg 1.0 1.0 1.0 1.0
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Table A.15 DM-test p-values for Kommersant, ATM network domain

Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText Bert

Shannon GBM 0.0 0.002 0.749 0.514 0.236 0.0 0.769 0.001
RF 0.0 0.0 0.173 0.313 0.361 0.0 0.657 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.001 0.0 0.0 0.0 0.0
LinReg 0.0 0.0 0.0 0.691 0.0 0.0 0.1 0.0

Renyi GBM 0.0 0.0 0.0 0.682 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.003 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LinReg 0.0 0.0 0.0 0.991 0.0 0.29 0.0 0.0

Tsallis GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LinReg 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Extropy GBM 0.001 0.0 0.955 0.673 0.345 0.0 0.829 0.0
RF 0.0 0.0 0.421 0.798 0.354 0.0 0.658 0.0
3L-NN 0.0 0.0 0.869 0.0 0.0 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LinReg 0.0 0.0 0.0 0.403 0.0 0.0 0.966 0.0

Table A.16 DM-test p-values for Vedomosti, ATM network domain

Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText Bert

Shannon GBM 0.293 0.31 0.001 0.0 0.109 0.849 0.308 0.369
RF 0.066 0.447 0.001 0.0 0.029 0.122 0.499 0.037
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.021 0.963 0.162 0.697 0.06 0.039 0.074 0.144
LinReg 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Renyi GBM 0.005 0.001 0.0 0.993 0.022 0.206 0.179 0.211
RF 0.0 0.004 0.001 0.404 0.125 0.067 0.081 0.318
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.017 0.965 0.575 0.135 0.318 0.993 0.079 0.499
LinReg 0.999 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Tsallis GBM 0.002 0.01 0.0 0.009 0.022 0.311 0.083 0.263
RF 0.0 0.001 0.001 0.001 0.097 0.03 0.013 0.377
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.028 0.963 0.391 0.959 0.09 0.09 0.09 0.09
LinReg 0.997 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Extropy GBM 0.006 0.453 0.003 0.0 0.026 0.817 0.245 0.644
RF 0.0 0.852 0.02 0.0 0.001 0.338 0.703 0.112
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.006 0.963 0.849 0.699 0.088 0.087 0.089 0.093
LinReg 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
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Table A.17 DM-test p-values for RIA Novosti, ATM network domain

Entropy Model Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText Bert

Shannon GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.834 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LinReg 0.198 0.0 0.0 1.0 0.989 0.0 0.002 0.0

Renyi GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LinReg 0.0 0.0 0.0 0.001 0.0 0.0 0.0 0.0

Tsallis GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LinReg 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Extropy GBM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3L-NN 0.0 0.0 0.0 0.0 0.908 0.0 0.0 0.0
SVR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
LinReg 0.511 0.0 0.0 0.008 0.992 0.0 0.001 0.0

Table A.18 DM-test p-values for GARCH model with raw embeddings and lexicon-based sentiment,
ATM network domain

Media name Model Word2Vec Doc2Vec FastText BERT Sentiment

Kommersant GARCH 0.241 0.091 0.755 0.335 0.046
RIA 0.324 0.844 0.085 0.272 0.043
Vedomosti 0.404 0.860 0.308 0.534 0.031

Table A.19 DM-test p-values for GARCH model with entropy-based approach, ATM network domain

Media Model Entropy name Topic level Words level Context level

LDA DTM Counts TF-IDF Word2Vec Doc2Vec FastText BERT

Kommersant GARCH Shannon 0.860 0.072 0.913 0.865 0.883 0.225 0.767 0.029
Renyi 0.043 0.046 0.848 0.041 0.836 0.721 0.978 0.018
Tsallis 0.024 0.972 0.200 0.047 0.215 0.385 0.249 0.048
Extropy 0.070 0.096 0.541 0.127 0.828 0.959 0.845 0.042

Vedomosti GARCH Shannon 0.171 0.096 0.930 0.103 0.393 0.329 0.144 0.136
Renyi 0.075 0.066 0.826 0.084 0.359 0.839 0.334 0.139
Tsallis 0.083 0.105 0.843 0.100 0.464 0.122 0.301 0.403
Extropy 0.067 0.866 0.071 0.065 0.652 0.150 0.219 0.108

RIA GARCH Shannon 0.540 0.046 0.057 0.998 0.849 0.120 0.396 0.041
Renyi 0.086 0.020 0.040 0.952 0.485 0.012 0.048 0.025
Tsallis 0.745 0.030 0.056 0.823 0.073 0.396 0.033 0.196
Extropy 0.170 0.081 0.259 0.990 0.075 0.123 0.917 0.078
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Appendix B
B.1 News data figures

Figure B1 Vedomosti: The total number of articles by calendar week and the empirical distribution of the
number of the symbols

Figure B2 Ria: The total number of articles by calendar week and the empirical distribution of the number of
the symbols
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Figure B3 Kommersant: The total number of articles by calendar week and the empirical distribution of the
number of the symbols

B.2 Topic modeling: CV score

Figure B4 Kommersant: Dynamics of the CV-measure score
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Figure B5 Vedomosti: Dynamics of the CV-measure score

Figure B6 Ria: Dynamics of the CV-measure score

Figure B7 Interfax: Dynamics of the CV-measure score
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