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Abstract 

 

Confirmation bias (CB) - a tendency to ascribe higher credibility to messages consistent with 

news consumers’ beliefs or desires - has been widely studied as potentially damaging for the 

accuracy of true and false message discernment. However, the actual effect of experimentally 

measured CB on fake news detection accuracy has not been directly tested. Neither there 

exists conclusive evidence on the role of social cues, such as comments, for CB reinforcement 

or mitigation, although news messages are being increasingly spread through platforms 

allowing such cues to proliferate. To cover these gaps, we conduct a lab experiment with 

participants reading sets of commented and uncommented news on an emulated social media 

interface (N=50, Nobservations =1800). Eye movement recording is used to control whether 

users notice comments. We find that CB exists and indeed affects the accuracy of false and 

true message detection negatively, while attitude strength does not. Although most comments 

are read by participants, commentary valence has no effect on message believability, thus 

neither reducing nor strengthening CB, however, comment presence does play a role. This 

suggests that people may find it easier to suppress CB when nudging is presented as a 

separate comment rather than within a news text. 
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1. Introduction  

 

As information technologies are simplifying dissemination of messages, both true and 

false, it has become apparent that incorrect evaluation of message veracity by information 

recipients may have negative social consequences (Allcott & Genzkow, 2017; Meppelink et 

al., 2017; Howell et al., 2022). Confirmation bias (CB) has been named one of factors of 

users’ susceptibility to untruthful information.  

In psychology, CB has been mostly seen as a constant individual trait whose intensity 

may vary between individuals. Most broadly this trait be defined as the tendency to choose, 

interpret, search for, recall, and remember the information that supports agent’s existing 

beliefs or expectations (see Cooper et al., 1970; Koriat et al., 1980; Wickens, et al., 2000; 

Peters, 2022). 

In media research, CB is usually studied as a group-level effect. Its proven 

manifestations include, among other things, ascribing higher credibility (Moravec et al., 2018, 

Kim & Dennis, 2019), usefulness and convincingness (Meppelink et al., 2019) to attitude-

consistent information.  

While CB as the effect of message attitude-consistency on message believability has 

been widely investigated, the role of social cues, particularly user comments for it is still not 

quite clear, although their importance for news consumption, given the increasing presence of 

peer-to-peer communication functionalities on different platforms, has been widely 

acknowledged. Research shows that negative comments decrease trust in and perceived 

quality of news items (Waddell, 2018; Dohle et al, 2018) and that positive comments may 

have no effect of perceived news credibility (Kluck et al 2019). As the interaction of 

comment valence and news valence has not been studied, it is unknown under which 

conditions, if at all, comments may reinforce or reduce confirmation bias. Some research has 

even shown that only 40% of users read news comments at all (Steinfeld et al., 2016) which 

may question the detected and, especially, undetected effects of comments. 

Moreover, it is still unclear whether confirmation bias actually affects the overall 

accuracy of discrimination between trues and fakes which, in terms of countering online 

misinformation, is the most important question. Since attitude-consistency may increase trust 

not only to fakes, but also to truths, and inconsistency, likewise, may decrease trust to both, 

fewer mistakes might be expected in users whose attitudes toward issues covered in messages 

are not too extreme, thus preventing them from uncritically accepting all attitude-consistent 

messages and rejecting all attitude-inconsistent ones. This effect, however, has not been 

tested yet.  

Further, if CB affects accuracy of truthfulness detection, conditions under which CB 

increases should simultaneously be associated with decreased accuracy. Thus, news valence 

and issue attitude might have their independent effects on news believability, along with 

attitude consistency, thus introducing asymmetry of CB size across valence and attitude 

values.  Revealing such asymmetries is a novel task per se and an additional way of testing 

the association of  CB with the ability to detect fakes; still such studies are lacking. 

We contribute to closing these gaps by an experimental study offering participants 

(N=50) to evaluate the veracity of news items each covering a socially divisive issue 

(abortion, death penalty and LGBTQ+). We embed news items in an interface imitating a 
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social media post with a re-posted news item and a user comment, thus manipulating four 

factors: message veracity (true / false), message valence (for / against the issue), comment 

valence (for / against /null) and the issue itself. Issue attitudes are self-reported; attention to 

comments is controlled via eye-tracking.  

Thus, we not only investigate comment valence and its interaction with news valence, 

but also single out comments really noticed by participants, by employing an eye-tracking 

design that has never been used for this task before. Further, to account for possible CB 

asymmetries, we refrain from measuring attitude consistency as a single variable, as it was 

done before - either binary (Moravec et al., 2018) or scale (Knobloch-Westerwick et al, 2014; 

Sülflow et al., 2018; Kim et al., 2018; Figl et al., 2023) – and opt for measuring it as an 

interactive term of message valence and users’ issue attitude. Finally, experimental approach 

combined with multilevel regression modeling allows us to calculate individual values of  CB 

based on participants’ actual experimental responses, rather than on their self-reported 

evaluations of their CB as in (Chaiken et al., 1980; Meppelink et al., 2019), and to directly 

determine their effect on news truthfulness detection accuracy. 

 

2. Literature review and hypotheses 

 

2.1. Confirmation bias  

 

Different psychological approaches explain CB by different cognitive mechanisms, 

including predisposition of the human brain to minimize its cognitive effort by preferring 

quick intuitive decision making to that driven by elaborated logic. This preference may be 

formulated in terms of   Kahneman’s theory (Kahneman, 2011) of thinking System type 1 and 

System type 2 (see Moravec et al., 2018) or Chaiken’s (Chaiken, 1980) heuristic-systematic 

model of information processing (HSM) (see e.g. Dunbar et al., 2014). Both theories link 

difficulties in decision making to cognitive load, which makes them related to the theory of 

cognitive dissonance, stating that people avoid  information that makes them uncomfortable 

(Festinger, 1957). One of the sources of such discomfort might be mismatch between 

individual attitudes and message valence. Indeed, many studies have linked CB to the 

mechanism of cognitive dissonance (see e.g. Jonas et al., 2001; Knobloch-Westerwick et al., 

2014; Moravec et al., 2018). 

Thus, psychological theories suggest that confirmation bias effect is of adaptive nature 

(see Peters, 2022 for review). In contrast, media studies draw attention to its maladaptive 

aspects by showing that people tend to believe (Meppelink et al., 2019; Knobloch-

Westerwick et al., 2014) and spread (Kim et al., 2019) messages consistent with their views 

even if they are labeled as false (Moravec et al., 2018;Gwebu et al 2022), while such labels 

effectively decrease sharing intention for attitude-inconsistent news (Gwebu et al 2022). 

Another maladaptive consequence of CB is formation of echo chambers – information 

environments where only belief-consistent messages circulate (e.g. Jiang et al., 2021) thus 

contributing to social polarization and conflict.    

Attitude-consistent messages receive more reading time (Sülflow et al., 2018, 

Knobloch-Westerwick et al., 2014, Kim et al., 2019), higher scores of  usefulness,  

convincingness, accuracy (Meppelink et al., 2019), and produce more willingness to like, 



 

 4 

share and comment on them supportively (Kim et al., 2019). Most importantly, attitude-

consistency shows positive relationship with perceived news credibility across multiple 

studies (Kim & Dennis, 2019, Kim, 2019, Figl et al., 2023, Knobloch-Westerwick et al, 2015; 

Westerwick, 2017 Kim et al., 2019, Moravec et al., 2018). Such messages may be rated as 

more credible even if they are labeled as false (Moravec et al., 2018).  Therefore, our first and 

the most basic hypothesis we aim to test whether this well-known effect will reproduce: 

 

H1. The higher the consistency of a news item with the reader's attitude to the covered 

issue, the higher is the perceived credibility of the news item. 

H1a. The higher user’s support of an issue, the higher is the perceived credibility of a 

news with pro-issue valence. 

H1b. The higher user’s support of an issue, the lower is the perceived credibility of a 

news with counter-issue valence. 

 

It is important to note that news messages, unlike opinion pieces or comments, seldom 

carry explicit author attitudes towards covered issues; instead they may cover the events that 

are either desirable or undesirable for issue supporters (e.g. abortion ban and legalization have 

different desirability for pro-life news consumers). Therefore we define CB in relation to 

news as desirability bias (Sharot & Garett 2016; Tappin et al 2017), i.e. the inclination to 

believe in desirable events more than in undesirable. 

 

2.2. Attitude-based  and news-valence-based asymmetry of confirmation bias 

 

Some research suggests that the strength of relationship between attitude consistency 

and message believability may be different in the different areas of the scale measuring 

readers’ attitude. Thus, Kim et al (2019) find that news rating measured as a trinary variable 

has an effect of news believability only when it is low (as compared to medium), but not 

when it is high.  Likewise, well-studied higher popularity of “bad news” as compared to good 

news, also known as negativity bias (Knobloch-Westerwick et al 2020), suggests that news on 

counter-issue events, such as legal bans and protests, might induce higher believability 

irrespective of readers’ issue attitudes or that, at least, the effect of the latter might interact 

with news valence. However, despite proved user preference for negative news, the few 

existing studies have obtained no evidence of their higher believability (Coutts 2018; van der 

Meer & Brosius 2024). Since the relevant research is lacking, we formulate both of our 

assumptions as research questions: 

 

RQ1: How, if at all, the relationship between issue attitude and perceived news 

credibility, will differ in different areas of issue attitude? 

RQ2: How, if at all, the strength of the relationship between news attitude consistency 

and news believability will differ for different types of news valence? 

 

2.3. Comment-valence-based asymmetry of confirmation bias 
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 Social media  user comments are an example of social (dis)approval signals that can 

serve as heuristic cues for attitude formation and update (Dohle et al., 2018). There is no 

consensus among researchers on the impact of comment valence on perceived credibility of 

the news. Kluek et al. (2019) find that negative comments questioning the credibility of news 

articles reduce perceived credibility ratings of news  compared to a condition with no 

commentary, while  positive comments produce no change  in news believability, which is 

also consistent with earlier results (Waddell, 2018, Winter, Brückner, and Krämer et al., 

2015). However, several other studies show that no type of comment valence, either positive 

or negative, is predictive of  news credibility perceptions (Steinfeld et al., 2016, Dohle et al., 

2018). 

Such inconclusive results may have several explanations. First, studies differ by the 

absence or presence of control condition (no commentary) and by their definition of comment 

valence which is mostly understood as commentator’s support of the news message,  not 

his/her attitude towards an issue covered in it.  More importantly, the studies reviewed do not 

track whether a comment has been read by the user at all. A few papers employing eye-

tracking for this purpose show that the proportion of comment readers among participants is 

between 40% and 57.5% (Steinfield, 2016, Sülflow et al. 2019).  These studies also find  the 

effect of comment valence on perceived news credibility to be limited to one news issue out 

of three (Steinfeld et al 2016) and no effect on self-reported intention to click on the news 

(Sülflow et al. 2019).  

No research investigates a possible interactive effect of comment valence and news 

valence on news believability, with or without eye-tracking, which leads us to the following 

hypothesis: 

 

H2. The effect of the level of support of news valence on perceived  news credibility is 

moderated by the level of support of the comment valence. 

 

2.3. Confirmation bias and veracity detection 

CB as the inclination to believe news based on their attitude consistency or desirability, 

instead of their actual veracity, can be expected to decrease human ability to discern true and 

fake news, unless non-biased individuals use even less effective detection strategies, such as 

random guesses. Therefore, our next hypothesis is: 

 

H3. The higher the individual confirmation bias, the lower the probability of correct 

news veracity detection. 

 

The potential negative effect of CB on accuracy of news truthfulness detection may also 

be traced indirectly: first, via the higher error probability under the conditions with increased 

CB (assumed in RQs 1 & 2) and, second, via the effects of related concepts. Thus, the review 

by Howe (2017) offers the following mechanism: belief extremity caused by subjective issue 

importance hinders human ability to change their beliefs.  We then can expect that the 

stronger and less changeable beliefs will contribute to a larger gap in the levels of trust to 

belief-consistent and inconsistent messages, that is, to CB, and, consequently, to a weaker 

ability to evaluate the truthfulness of news. However, existing findings regarding this are 
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mixed. When extreme views are shown to correlate with susceptibility to fake news, these are 

usually extreme right views, as they are understood in the North-American and European 

cultures (see Baptista&Gradim (2022) for a review). In the Chilean context, Halpern et al 

(2019) find no relationship between political views strength and subjective credibility of fake 

news, while a study on Hong Kong respondents even finds that holders of certain extreme 

views (associated with anti-patriotism) are in fact better in identifying misinformation (Au et 

al 2021). 

Given the scarcity and inconclusiveness of such research, we base our next hypothesis 

on our interpretation of Howe’s  theory outlined above: 

 

H4. Attitude extremity will be negatively related to the news truthfulness detection 

accuracy 

 

At the same time, the findings about asymmetric contribution of belief, or attitude 

extremity of different types, suggest that it might affect accuracy differently depending on the 

degree of attitude consistency with both news and comment valences. As neither this 

interaction effect nor its mechanism have been described so far, we formulate our assumption 

as our last RQ: 

 

RQ3: How, if at all,  the strength of relationship between attitude extremity andnews 

truthfulness detection accuracy, will vary across different levels of news and comment 

attitude consistency? 

 

2.5. Other factors of news veracity detection 

 

Of several widely studied factors of fake news detection,  two – rational thinking and 

media literacy – are of special relevance for our research.  Rational or analytical thinking is 

usually understood as the ability to suppress intuitive (‘system 1’) decision making and to 

activate logic and reason (‘system 2’) instead. Measured mostly with Cognitive Reflection 

Test (CRT) (Frederick, 2005) it is consistently found to be related to correct information 

evaluation. Thus, Bronstein et al (2019) show that it largely determines the ability to identify 

false news, while a tendency towards dogmatism reduces the quality of information 

assessment. Likewise, individuals who are more likely to suppress intuitive thinking with 

further reflection are found to be better in fake news detection  by Pennycook & Rand (2019) 

and those with poorer cognitive reflection are shown to form stronger belief in false headlines 

by Calvillo et al.  (2021).  

Media literacy is a domain-specific ‘companion’ concept for rational thinking and, most 

broadly, aims to capture ability to critically assess news messages produced by professional 

media organizations. Approaches to its measurement are dramatically different, including 

experimental media literacy interventions, knowledge and skill tests, self-assessment scales 

and self-reported employment in media industry. While interventions consistently show a 

positive short-term effect on fake news recognition (see Lu et al 2024 for a meta-review), the 

results of studies using survey-based measurement vary as much as the measurements 

themselves. News media literacy scales developed by the team of Ashley, Craft, Marksl, 
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Tully and Vraga (e.g. Ashley et al 2013) and their variations have been usually shown 

positively related to false news discernment, both by the authors themselves (Ashley et al 

2023) and in other works (Chan 2022). However, Jones-Jang et al (2019) find out that neither 

Ashley’s news literacy, nor BohPodgornik’s information literacy are related to false news 

recognition, while Inan&Temur’s is. A comparison of media professionals with ordinary 

social media users reveals no difference in fake news recognition, unless both groups get 

involved in fact checking which increases the accuracy of professionals, but not of the lay 

people (AUTHOR, 2021). In this research, our general expectation is that both rational 

thinking and media literacy are likely to improve fake news recognition and therefore should 

be controlled for.  

 

3. Method 

 

A laboratory between-subjects experiment was conducted, with participants' eye 

movements  being recorded while they were reading news messages. Participants were asked 

to evaluate news veracity using a 6-point Likert scale.  Each news item was embedded in an 

interface resembling that of a typical social media platform (see Figure 1) and accompanied 

by a user commentary. The 2x2x3x3 experimental design involved manipulating the 

following variables: news valence (pro-issue vs counter-issue), commentary valence (pro-

issue vs counter-issue vs. no comment), news veracity (true vs false) and news issue 

(LGBTQ+ rights, death penalty or abortion), the two latter having been used as controls. The 

study also included collection of socio-demographic information about the participants, 

Cognitive Reflection Test (CRT), media literacy assessment test and an interview.  

The research design was approved by the Ethics Committee for Empirical Research 

Projects (HSE University). 

 

 
Figure 1. Example of an item as presented to participants (translated from Russian): news 

issue – death penalty; veracity – true; news valence – counter-issue; commentary valence – 

counter-issue 
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3.2. Stimuli 

 

We construct a collection  of news (N=36, exclusive of one training item) with an even 

distribution of texts by veracity, valence and issue, thus consisting of 12 subsets each 

containing three items with identical parameters (e.g. the collection has three false news texts 

covering abortion with a pro-issue valence). Some of these texts were re-used from the 

Laboratory’s earlier collection, and others added following exactly the same procedure.  

True news were drawn from news outlets and cross-checked with other sources; fake 

news were created by research team members and edited by a professional journalist. The 

three issues (abortion, death penalty and LGBTQ+ rights) were selected from among the most 

socially divisive topics with a clear-cut split of public opinion1. Attitudes to these three issues 

are also conceptually important as they are widely used to differentiate between liberal and 

conservative, or  (post)modern and traditional sets of values globally. Several issues were 

selected to decrease possible effect of each issue on the results. Only single-issue news items 

were included in the final database. Since news authors rarely demonstrate a pro- or counter-

issue attitude explicitly, pro-issue valence was assigned to news items covering events 

desirable for issue supporters or undesirable for issue opponents (e.g. legalization of death 

penalty or abortion), while counter-issue valence label was used for news about the opposite 

types of events, such as bans on respective activities. 

Each news item was matched to two unique comments (pro-issue or counter-issue, N = 

72). To make comments look as natural matches for news items, comments for true news 

were selected from those that really had been posted under the respective news in the media 

outlets of their origin; for fake news, real comments were drawn from those accompanying 

similar real news in different media. The final database included 108 stimuli clustered in 36 

triads with each triad containing one unique uncommented news text, the same text with the 

matched pro-issue comment and the same text with the matched counter-issue comment. 

The average news text length is  334(SD = 73). No differences in length between any of 

the main text groups (differing by news issue, veracity, news valence, and comment valence) 

are significant, as shown by Mann-Whitney and Kruskal-Wallis tests. 

 

3.3. Participants & Recruitment 

 

Russian native speakers (N=50, 17 male, mean age = 26,86 (7,09)) were involved as 

participants. Of them, 42% were studying, 46% were working, and the rest were unemployed 

                                                      
1 According to the polls closest to the data collection time, abortion was unconditionally supported by 37% of 

Russians, while 13% were for unconditional ban (June 2022, https://wciom.ru/analytical-reviews/analiticheskii-

obzor/preryvanie-beremennosti-za-protiv-i-kakova-rol-gosudarstva ); 37% were for keeping the moratorium for 

death penalty or for the complete ban thereof, with 57% wishing to restore or even expand the use of death 

penalty (June 2021, https://www.levada.ru/2021/06/25/smertnaya-kazn-i-prestupnost/ ); 33% thought gays and 

lesbians should have the same rights as other citizens, but 59% held the opposite view (October 2021, 

https://www.levada.ru/2021/10/15/otnoshenie-rossiyan-k-lgbt-lyudyam/ ). The overall trend of the recent years 

has been conservative (towards support of death penalty and away from support of abortion and LGBTQ+ 

rights).  

https://wciom.ru/analytical-reviews/analiticheskii-obzor/preryvanie-beremennosti-za-protiv-i-kakova-rol-gosudarstva
https://wciom.ru/analytical-reviews/analiticheskii-obzor/preryvanie-beremennosti-za-protiv-i-kakova-rol-gosudarstva
https://www.levada.ru/2021/06/25/smertnaya-kazn-i-prestupnost/
https://www.levada.ru/2021/10/15/otnoshenie-rossiyan-k-lgbt-lyudyam/
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or retired. We excluded individuals employed in professions related to political science, 

sociology, psychology and media. 

Participants were recruited via targeting through an advertising account on VKontakte 

social network as well as through invitations in social media groups, on universities’ 

information boards and various information sites. After filling out a registration form, a 

participant was contacted  by the experimenter and offered to choose a convenient time for 

the experiment.  

 

3.4. Environment and equipment 

 

Roughly a half (26) of participants were invited to the laboratory premises, while 23 

individuals were subjected to the same experiment in a public space, usually a quiet and well-

lit coffee shop. This was done to create a subsample treated under the condition of higher 

environmental validity: public spaces with a more relaxed and distracting atmosphere are 

much more common places for news consumption than research labs. Literature suggest that 

this may affect news perception: thus, Kim et al (2019) find out that people in hedonic mood, 

as opposed to utilitarian mood, are less critical and less likely to pay attention to news 

sources; therefore, experiment location was used as a theoretically grounded control variable. 

Irrespective of location, all participants were treated a cup of coffee after the experiment. 

Web application for news presentation was created using several Python frameworks 

for the server, or backend, and JavaScript and HTML/CSS frameworks for the client side, or 

frontend. The frontend, mimicking un unclickable interface of social media network with one 

news item, contained a clickable Likert scale of perceived news veracity and QR codes for 

identifying areas of interest (AOI) in the video stream. The backend allowed random selection 

of news-comment combinations and random item order. 

The recording of eye movements was done in a sequential setup with  Pupil Core 

mobile eye-tracking glasses system (Pupil Labs, Pupil Labs GmbH, Germany). It was 

connected to the laptop with Pupil Labs v.3.4 open-source software (Pupil Capture for 

recording and Pupil Player for video viewing and preprocessing). The laptop was equipped 

with a 15,6-inch monitor (1900 x 1200) with sampling rate of 120 Hz.  

Pupil Player built-in functions were used to define two main AOI, message area and 

commentary area (see Figure 2), and to compute gaze fixation events (using the Fixation 

detection plugin, minimum duration = 60 ms, maximum = 2000 ms.). An additional plugin 

was developed in Python for correcting fixation positions.). An additional Python plugin was 

developed to compensate for calibration decay in between re-calibrations performed after 

each four items. The plugin is available in the Social & Cognitive Informatics Lab repository 

on OSF (https://osf.io/m5dp6/?view_only=ecbe71d3ca0c47ff8c8d1ab7e73d695e).  
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Figure 2. Example of an experimental screen with marked areas of interest  

 

3.5. Experimental procedure 

 

Participants signed an informed consent form before starting the experiment and 

received  instructions before, after and in between the passes. In the beginning participants 

answered questions about their socio-demographic status and their attitudes towards abortion, 

LGBTQ+ rights and death penalty.  

The eye tracking session started with the training text (not used in the analysis), after 

which each participant was shown all 36 news texts in random order. Each news text was 

randomly drawn from the respective triad, either with a pro-issue comment, or with a counter-

issue comment, or without a comment, so that each of these three commentary types would be 

equally represented in the set seen by each participant. 

A screen with the reference point appeared prior to the screen with each new stimulus. 

In line with the recommendations of Ehinger et al. (2019), eye tracker recalibration was 

carried out every 6 texts (~3-4 minutes). Given the size of our AOI (see Figure 2 below),  the 

accuracy of  < 0.5 and the precision of < 0.2 were considered sufficient. The eye tracking 

session had no time limit (min = 9:32 min, max = 14:45 min). After it, participants took a 

media literacy test and the Cognitive Reflection Test.  

Finally, during the cognitive interview, the experimenter checked how well the 

participants understood the task and asked for their feedback regarding its difficulty. They 

were then encouraged to reflect on their strategies of distinguishing between trustworthy and 

untrustworthy news, and on the role of various news elements, comments and other details for 

their decisions. The session ended with a debriefing disclosing the veracity status of all news 

items to participants if they were interested. 
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3.6. Variables and measurements  

 

Dependent Variables 

Perceived message credibility rating (credibility): was measured as a score assigned by 

participants to  news items on a 6-point Likert scale, from 1 (definitely false) to 6 (definitely 

true), with middle values denoting different degrees of participants’ confidence in their 

responses. 

Fake new detection accuracy (accuracy (binary)) measured the correctness of 

evaluation of veracity of each news item by participant. It was constructed by comparing 

binarizedcredibility values (where false = 1, 2 & 3; true = 4, 5, & 6) with veracity values as 

follows: if credibility = veracity, accuracy binary = correct, otherwise – incorrect.  

Fake new detection accuracy (accuracy (scale))measured the degree of correctness of 

news item veracity evaluation by participant. It was constructed by transforming the 6-point 

credibility scale into the 6-point accuracy (scale) where 1 came to denote the least correct 

response, and  6 came to mean the most correct response, as was determined through 

comparison with news veracity values. 

 

Independent and control variables 

Veracity (control): true and false. 

News issue (control): abortion, death penalty (DP)  and LGBTQ+. 

News valence: pro-issue and counter-issue. Pro-issue news are those covering events 

desirable for issue supporters and undesirable for issue opponents; counter-issue news are the 

opposite. 

Commentary valence: pro-issue, counter-issue and no comment (nocomm). Pro-issue 

comment directly supports the issue or the pro-issue event or opposes the counter-issue event; 

counter-issue comment opposes the issue or the pro-issue event or supports the counter-issue 

event. 

Commentary presence: yes and no. 

Attitude toward issue (attitude):respondents were asked to express their attitudes 

towards abortion, LGBTQ+ and the death penalty on a 7-point Likert scale ranging from 1  

(definitely oppose) to 7 (definitely support).  

Strength of the users issue attitude (attitude extremity) was constructed by transforming 

attitude scale into a 4-point scale ranging from 0 obtained by recoding the middle attitude 

value (4 ) to 3 obtained by recoding any of the extreme attitude values (1 or 7). 

News attitude consistency (in accuracy prediction models and in model 3): the degree of 

similarity between news valence and issue attitude (6 – maximal consistency, i.e. attitude = 7 

and valence = pro-issue or attitude = 1 and valence = counter-issue; 0 – minimal consistency, 

i.e. the opposite combinations) 

Comment attitude consistency (in accuracy prediction models): the degree of similarity 

between comment valence and issue attitude; measured as the previous. 

News and comment attitude consistency (in credibility prediction models): evaluated via 

interaction between attitude, news valence and comment valence. 

Individual confirmation bias (ICB): evaluated with regression modeling (see Data 

Analysis). 
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Rational thinking (CRT)(control)was measured with Cognitive Reflection Test 

(Frederick, 2005) which contains three brainteaser items using a free-response format. CRT 

translated and adapted versions were evaluated by experts and pre-tested  (N=100, Mage = 

26,9 (10,4), Cronbach’s alpha = 0.82). Further analysis uses participants’ average values of 

CRT . 

Media literacy (control) was measured with news media literacy scale (Ashley et al., 

2013 translated into Russian and adapted for a Russian-speaking audience. In accordance 

with the original methodology, the final scale contained 15 questions  grouped into 4 

domains. These questions aim at testing participants’ understanding of news production, 

dissemination and perception mechanisms, without involving respondents in self-assessment 

of their skills and avoiding country-specific issues, which is why this scale became the tool of 

our choice. Like CRT, it was evaluated by experts and pre-tested (N= 100, Mage = 26,9 (10,4), 

Cronbach’s alpha = 0.96). Average values were taken into the further analysis. 

Trial duration (control) is the duration of one a trial from the moment the screen 

appears until the respondent presses next button.  

Duration(control) is the ratio between the time a participant fixates their gaze on an 

OAI within a trial and the overall trial duration. This metric allows reliably comparing time 

spent on texts of different lengths as well as on texts presented with and without commentary. 

Place (control): in lab and outside lab 

 

3.7 Data analysis 

 

Statistical analysis was carried out with lme4 package (Bates et al, 2015) in the R 

environment (R Core Team, 2022). Commented data analysis code and the dataset itself can 

be found on the OSF repository 

(https://osf.io/m5dp6/?view_only=ecbe71d3ca0c47ff8c8d1ab7e73d695e). Statistical 

significance was assessed using linear mixed models2 (LMM) with individual (n=50) and 

item (n=36) specified as crossed random factors contributing 1800 observations. Model 

diagnostics showed interclass correlation coefficients  above the conventional threshold for 

including random effects. The models also passed the tests for autocorrelation and 

heteroscedasticity; as the normality requirement was not entirely met, we can expect our 

estimates to be less precise, still unbiased (Schielzeth et al 2020). 

Simr package (Green & MacLeod, 2016) was used for model power analysis. It showed 

that with our sample size the probability of detecting the effects of the size estimated by our 

models is 99.7% in credibility prediction, and 90% in accuracy (scale)  prediction. In both 

groups of models, the best model was defined based on the Akaike information criterion 

(AIC) in the course of bottom-up stepwise selection. Fixed-effect estimates AICs and BICs 

for all models are presented in Appendix 1. 

The scheme of the bottom-up stepwise selection between credibility  (left) and accuracy 

(right) prediction models is shown in Figure 3. During preliminary analysis, it was found out 

that it is not comment valence, but the mere presence of any comment that is important for 

                                                      
2In the paper we present LMM results, but the code for Cumulative Link Mixed Models (CLMM), widely used 

for this type of tasks along with LMM, is also available in the mentioned Laboratory’s GitHub. Effect sizes, 

directions and significances obtained with CLMM are broadly the same. 
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predicting news credibility. We also found out that the condition with negative comment was 

significantly different from the condition without a comment (b = 0.442, t = 2.575), but the 

difference between the conditions with positive and negative comments was not statistically 

significant  (b = 0.250, t = 1.402).  As it can be seen from Figure 3, the model predicting 

credibility with commentary presence instead of commentary valence demonstrates the 

highest quality; it has been selected as final.  

Attitude consistency in this group of models was entered not as a separate variable, but 

(initially) as two interaction terms: issue attitude * news valence and issue attitude * comment 

valence, both allowing to differentiate between consistent and non-consistent conditions 

(need for H1), as well as between conditions where attitudes are (in)consistent with pro- and 

counter-issue news and comment valences (needed for RQ2 and H3). Confirmation bias was 

evaluated as a group level phenomenon via significance of the relationship between each of 

these two interaction terms and the outcome variable (credibility). In the final model 

interactions included commentary presence. 

 

 
 

 

Figure 3. Stepwise model selection scheme 
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As the power analysis showed that we do not have enough power to analyze accuracy 

(binary), only accuracy (scale) models were further tested and interpreted. Selection scheme 

was similar to that of credibility models; however, in accordance with our hypotheses, the 

main predictors were attitude extremity, news and comment attitude consistency, their 

interactions and ICB. ICB values were modelled as coefficients of individual-level random 

slopes in a separate LMM predicting credibility with news attitude consistency as an explicit 

variable (not as an interaction term) (see Table 7 with Model 3 in Appendix 1).  

 

4. Results 

 

4.1. Overall descriptive statistics and unnoticed comments 

 

A total of 1800 observations were obtained from our sample of 50 subjects. Table 1 

shows that, in line with our previous research,  our participants are slightly better than random 

in differentiating between true and false news. This divergence from random guess is 

significant, as is shown in regression where news veracity reliably predicts perceived 

truthfulness (Table 2). Participants also hold quite strong views on the three studied issues. 

 

Table 1. Main individual-level measurements 

 Mean SD Min Max 

Age, years 25.469 6.533 17 45 

Media literacy (range: 1-7) 5.866 0.544 4.333 6.733 

CRT (range: 0-1) 0.591 0.397 0 1 

Avg. accuracy (scale) (range: 1-6)) 3.758 0.291 3.166 4.472 

Avg. attitude strength (range: 0-3) 2.165 0.593 1 3 

Avg. trial duration, ms. 720.855 134.908 473.741 1347.878 

 

Table 2. Main news item-level measurements grouped by news issue  

Topic Attitude 

(range: 1-7) 

Attitude strength 

(range: 0-3) 

Credibility 

(range: 1-6) 

Accuracy 

(range: 1-6) 

Processing time, 

ms 

Abortion 5.714 (1.668) 2.259 (0.818) 3.935 (1.572) 3.709 (1.613) 710.236 (186.318) 

LGBTQ+ 5.612 (1.760) 2.241 (0.866) 3.645 (1.509) 3.616 (1.51) 716.041 (188.426) 

Death 

penalty 
2.469 (1.656) 2.037 (1.002) 3.730 (1.552) 3.946(1.507) 711.376 (180.634) 

All topics 4.598 (2.282) 2.178 (0.904) 3.768 (1.547) 3.757 (1.549) 712.652 (185.137) 

Note: Cells contain means and standard deviations 

 

As shown in table 2, our sample is also likely to be somewhat less conservative than the 

general Russian population, with lower support for death penalty and higher support for the 

two other issues. Additionally, although there are few significant correlations between 

independent variables, pro-LGBTQ+ attitude is positively and strongly related to pro-abortion 

attitude (r=0.62), and negatively – to support for death penalty (r=-0.358) and to respondent 
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age (r=-0.327).  There are no significant differences between news on different issues either 

in average accuracy of false message detection or in the mean time spent by users. 

The proportion of trials with unnoticed comments, as determined with the eye-tracking 

technology, was less than 10% of all trials with comments. These trials were coded and 

analyzed as no commentary condition, since users could not be affected by them. 

4.3.  Hypothesis testing. Message credibility 

 

Table 3 lists the fixed-effect terms of the model predicting perceived message 

credibility. Non-significant effects for 3 & 4-way interaction terms are reported in the 

Appendix 1 only. Control variables (listed first) show that females and older participants have 

higher levels of trust in news messages, while media literacy and rational thinking are 

predictably unrelated to it. 

 

Table 3. Fixed-effect estimates with t-values of  the Linear Mixed-Effect Model predicting 

perceived credibility of news 

  Perceived credibility 

Predictors Estimates CI p 

(Intercept) 3.03 2.58 – 3.48 <0.001 

Age 0.17 0.10 – 0.25 <0.001 

Gender [Male] -0.18 -0.35 – -0.01 0.034 

Media Literacy -0.01 -0.08 – 0.07 0.871 

CRT 0.05 -0.02 – 0.12 0.194 

Attitude -0.08 -0.42 – 0.27 0.665 

Veracity [true] 0.46 0.24 – 0.69 <0.001 

News valence [pro-issue] 0.97 0.37 – 1.58 0.002 

Commentary presence [yes] 0.10 -0.41 – 0.61 0.693 

News issue [LGBTQ+] 0.28 -0.33 – 0.88 0.373 

News issue [DP] 0.77 0.08 – 1.46 0.030 

Attitude × News valence [pro-issue] 0.64 0.15 – 1.13 0.010 

Attitude × Commentary presence [yes] 0.24 -0.21 – 0.69 0.295 

Attitude × News valence 

[positive] × Commentary presence [yes] 

-0.73 -1.37 – -0.09 0.025 

Attitude × News valence [pro-issue] × Commentary 

presence [yes] × News issue [LGBTQ+] 

1.04 0.15 – 1.92 0.022 



 

 16 

Attitude × News valence [pro-issue] × Commentary 

presence [yes] × News issue [DP] 

1.75 0.83 – 2.67 <0.001 

Conditional R2 / Marginal R2 0.200 / 0.101  

Note: Bold - significant effects 

 

As expected, we find no main effect of issue attitude; however, pro-issue news turn out 

to be trusted more than counter-issue news, irrespective of users’ issue attitude on average (b 

= 1.009, t = 3.365, p = 0.002). Most importantly, the coefficient of the interaction term 

involving these two values (which measures attitude consistency) is significant which means 

that the increase in issue support in users leads to the increase in credibility of pro-issue 

messages and to the decrease in credibility of counter-issue items (see Figure 4). This 

confirms H1a, b about the existence of confirmation bias.  

Figure 4 also shows that the difference in perceived credibility of pro-issue and counter-

issue news is significant only among issue supporters, but not among those opposing 

respective issues. In other words, the importance of attitude consistency for news believability 

increases with issue support. This provides evidence in favor of attitude-based asymmetry of 

CB and a response to our RQ1. 

 
Figure 4. Confirmation bias with attitude-based asymmetry: relationship between perceived 

message credibility and issue attitude 

Our next question (RQ2) was whether importance of attitude consistency for 

believability would vary depending on news valence. Figure 5 shows that perceived 

credibility of both pro-issue and counter-issue news grows with the growth of attitude 

consistency. Although this growth looks smaller for counter-issue news, there is no sufficient 

evidence that this difference is significant, which speaks against news-valence-based 
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asymmetry in confirmation bias. At the same time, as shown by post hoc comparison analysis 

(contrasts), consistency-motivated increase in believability of counter-issue news (red line) is 

not statistically significant either (p = 0.206), while that of pro-issue news (green line) is (p = 

0.082). This evidence speaks for the opposite conclusion, in favor of asymmetry: users tend to 

obtain biased visions of news truthfulness only if their views are consistent with the valence 

of pro-issue news, but not with that of counter-issue news.  

 
Figure 5. Relationship between attitude consistency and perceived news credibility 

 

As mentioned above, we did not find either the main effect of commentary valence on 

perceived news credibility or the effect of the interaction between commentary valence and  

issue attitude thereon (see models 1.A-C in appendixA). This means that we have no evidence 

of commentary valence participating in CB formation. Therefore, comment attitude 

consistency cannot moderate the effect of news attitude consistency on news credibility which 

leads us to reject hypothesis 2. 

At the same time, statistically significant difference between conditions with counter-

issue comments and with no comment has given us a reason to explore the role of  

commentary presence instead of commentary valence. Specifically, we have assumed that 

issue attitude might affect perceived news credibility differently not only depending on news 

valence, but also depending on the presence of a comment, irrespective of the valence of this 

comment.  

As it is seen from Table 3, the effect of the three-way interaction between issue attitude, 

news valence and comment presence is significant, thus providing proof for our assumption. 

Figure 6 shows the impact of the commentary presence on the perceived credibility in more 

detail. It offers suggestive evidence that in no comment condition news valence affects the 

trust of users with strong pro-issue attitudes (which is in line with our findings regarding 
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RQ1), while the presence of comments makes users with modest pro-issue attitudes sensitive 

фto news valence.  

 

 
 

Figure 6. Dependence of perceived message credibility on issue attitude, news valence 

and commentary presence
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4.4. Hypothesis testing. Fake news detection accuracy 

 

Table 4 lists the fixed-effect terms of the model for message veracity detection accuracy 

(scale). Non-significant effects for 2&3-way interaction terms are reported in the Appendix 1 

only. Out of all control variables, only veracity has a significant effect on accuracy: 

participants are slightly better at detecting the truth status of true news than that of false news. 

This might happen because, unlike fabricated news, true news may have been encountered by 

users before the experiment. Also, absence of the effect of age and gender on accuracy, 

combined with the presence thereof on perceived credibility, tells us that lower overall trust 

does not give younger men any advantage or disadvantage in fake news detection ability; 

therefore, it is likely to substitute type 1 errors with type 2 errors. 

. 

Table 4. Fixed-effect estimates with t-values of the Linear Mixed-Effect Model predicting 

scaled accuracy of news truth status detection 

  Accuracy (scale) 

Predictors Estimates CI p 

(Intercept) 5.02 2.51 – 7.53 <0.001 

age -0.01 -0.11 – 0.08 0.788 

gender [Male] -0.06 -0.27 – 0.15 0.553 

ML 0.03 -0.06 – 0.12 0.506 

CRT -0.03 -0.11 – 0.06 0.566 

Veracity [true] 0.64 0.35 – 0.93 <0.001 

attitude extremity -0.56 -1.39 – 0.28 0.190 

News attitude consistency -0.28 -0.87 – 0.31 0.359 

Comment attitude consistency -0.55 -1.14 – 0.04 0.067 

news issue [lgbt] 0.03 -0.33 – 0.39 0.863 

news issue [penalty] 0.30 -0.06 – 0.66 0.101 

ICB -0.36 -0.44 – -0.27 <0.001 

attitude extremity × 

comment attitude consistency 

0.20 0.00 – 0.39 0.045 

Marginal R2 / Conditional R2 0.118 / 0.232 

Note: Bold - significant effects 
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We can see that individual confirmation bias is significantly and negatively related to 

accuracy, which means that less biased news consumers are better in discerning true and fake 

news. We have full support for H3. 

Attitude extremity is related to accuracy in the expected direction (negatively, thus 

seemingly subverting human ability to discern true and false news), however, this relationship 

is not significant, and H4 cannot be confirmed. Neither we find any meaningful interactions 

between attitude extremity and attitude consistency. The only significant effect suggests that 

individuals with weak attitudes tend to be better in discriminating between true and false 

news accompanied by counter-attitude comments than those accompanied by pro-attitude 

comments, but no such distinction if found for individuals with moderate or strong attitudes. 

We have to conclude that neither attitude extremity nor attitude consistency affect news 

truthfulness detection accuracy either independently or in a combination, which is a response 

to our RQ4. 

 Finally, additional regression modeling (not shown) has found no relationship 

between attitude and news truthfulness detection accuracy. This speaks against our 

assumption about possible decrease of accuracy under conditions that increase CB (in this 

case – higher pro-issue attitude). However, this negative result seems to be of less importance 

than the detected main effect of ICB. 
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5. Discussion and conclusions 

 

Using a laboratory experiment with eye movement recording, this study has 

investigated the relationship of confirmation bias to the ability to discern true and false 

messages and the role of social cues, namely comments, for CB reinforcement or 

compensation.  

In contrast to earlier experimental results (Steinfeld et al., 2016; Sülflow et al. 2019) we 

find that the proportion of trials in which users paid attention to comments is very high (over 

90%). This might result from the design of our experimental interface in which the comment 

preceded the news message.  

While a separate study might investigate the effect of comment location on the strength 

of its influence on users, it would be logical to assume that comments preceding the message 

have a higher chance to affect news consumers than those following it. However, while we do 

find the effect of message valence on news perceived credibility (i.e. classical CB), we do not 

find any effect of comment valence thereon. A possible explanation for that might be related 

to CB’s socially undesirable and, consequently, unintentional character. This character is 

likely to lead individuals to attempt eliminating the influence of CB on their judgements. 

Such self-control might be expected to be easier when message valence is formulated as an 

explicit issue attitude in a separate text (comment) and harder when it is represented in the 

form of (un)desirable event description within a (seemingly) objective news text. This may 

result in weaker or null effect of comment valence on news believability, as compared to the 

effect of news valence. Indeed, this conclusion  is consistent with some of the participants' 

responses in their cognitive interviews, who noted that they "deliberately ignored the 

comments" because they felt that the comments were meant to interfere with their decision-

making. 

We, however, do find the effect of commentary presence or, rather, commentary 

absence on believability and thus on the character of CB: in the no-comment condition CB is 

more similar to the main CB effect in shape and more interpretable. The main CB effect 

demonstrates attitude-based asymmetry: specifically, it is significant only for users with pro-

issue attitudes. It means that issue supporters, on average, have more difficulties in 

controlling CB than those who are against the issue. A possible psychological mechanism 

behind this might be that issues supported by an individual produce stronger emotions and, as 

a result, stronger wishful thinking than issues opposed by them.  Thus, an abortion supporter, 

on average, will wish a news about abortion ban lifted to be true more strongly than an 

abortion opponent will wish the same news to be false. This mechanism, however, needs to be 

tested. Likewise, the shift of CB in comment-present condition from stronger issue supporters 

to weaker issue supporters suggests that comments add complexity to the process of news 

perception that requires further study to be fully interpreted. 

Our results on modeling the accuracy of news veracity detection unequivocally tell us 

that it is subverted the more the higher the individual CB, i.e. that confirmation bias is 

maladaptive. Although it may help quickly resolve cognitive dissonance and relieve an 

individual from cognitive load, it simultaneously leads to errors in judgements about the 

veracity of certain events and thus may further result in mal-informed and disfunctional 
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decisions. A reservation should be made here that this conclusion is valid only for the CB 

type studied in this work -  the inclination to believe in desirable events more than in 

undesirable – known as desirability bias (Sharot & Garett 2016; Tappin et al 2017). It might 

not apply to an inclination to believe in events or phenomena consistent with attitudes or prior 

domain knowledge (e.g. “A patient survived a fever of 50℃”).  

Simultaneously, it is perplexing that attitude extremity, while it directly defines the 

strength of confirmation bias, is not related to the accuracy of news veracity detection. One of 

the directions of further research here (apart from experimenting with longer extremity scales) 

might be investigating issues that have much higher personal importance, such as beliefs 

about diseases which individuals themselves suffer from. Following Howe’s mechanism 

(2017) of belief formation, more important issues should evoke stronger beliefs and be more 

subversive for the ability to update them, which is why such beliefs may produce stronger CB 

and have a more pronounced negative effect on the accuracy of news veracity detection.  

 

6. Limitations 

 

Despite the sample of 1800 observations, 50 individuals may be insufficient to detect 

many individual-level effects and some instance-level effects if they are small. The sample is 

to some extent biased toward female, younger, more educated and less conservative 

participants, as compared to the general Russian population. The perception of comments in 

an experimental setting is probably not entirely ecologically valid as participants might be 

deliberately looking for the elements of the experiment designed to subvert their accuracy. 

Participants’ domain expertise was not controlled for. 
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