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Introduction.  

The TopicMiner program was developed in the Internet Research Laboratory 

(http://linis.hse.ru/) using external developments, including the BigARTM algorithms library, 

which is included in the program as a DLL. The program is designed for topic modeling of 

Russian-language and English-language documents. The program includes: 1. The option of 

preprocessing documents. 2. Option of topic modeling and visualization of calculation results. 3. 

Option to analyze the stability of the results of thematic modeling. When publishing scientific 

results based on the work of this program, it is necessary to refer to the Internet Research 

Laboratory, Higher School of Economics 

Topic modeling is one of the modern machine learning applications for text analysis that 

has been actively developing since the late 1990s. The topic model of the collection of text 

documents determines which topics each document relates to and what words (terms) form each 

topic. Each text and word belong to a set of topics. More precisely, each text and word belong to 

each topic with different probability. The input data of the topic model is the matrix (table) of 

words and documents, where the elements (cells) are the frequencies of words in the documents. 

The output data are two matrices of smaller dimension (smaller size): words on topics and 

documents on topics, where elements are the probabilities of words or documents belonging to 

topics. The number of required topics is set by the user based on experience. 

In machine learning problems, either the selection of characteristics leading to a reduction 

in the number of parameters is usually used to reduce the dimension of a matrix, or regularization 

by imposing additional constraints on the parameters. In particular, Bayesian regularization is 

based on the introduction of a priori probability distribution in the parameter space. This program 

uses two basic approaches to calculate distribution of words by topics and documents by topics. 

In this version, the following topic models are implemented:  

1. LDA (Gibbs sampling), GLDA (Gibbs sampling). 

2. PLSA + регуляризаторы (E-M algorithm) 

3. Multimodal topic modeling  (E-M algorithm) 

4. Variational LDA (E-M algorithm). 

 

In addition, this version of the software has the procedure of sentiment analysis based on 

the dictionary approach.  The dictionary obtained as a result of the project 'Development of a public 

database and crowdsourcing web resource for creating tools of sentiment analysis', No. 14-04-

12031 is offered as a Russian-language dictionary.  

Chapter 1. Preprocessing of documents.  
Preprocessing of documents is an essential part of working with documents. Preprocessing consists 

of three stages: 1. The procedure for assembling a set of documents into one file and 

lemmatization. 2. Procedure of calculating word frequencies, selecting words from parentheses, 

and creating a list of stop words. 3. Removal of stop words from the lematized texts. 

1.1 Procedure for assembling and lemmatizing documents. 

The input data for the TopicMiner software is a directory with documents, in which each file 

contains one document in txt format. In addition, in this directory there may be a file with metadata 

describing each file. An example of such a file is shown below. Each column contains a separate 

metadata attribute. 
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In this file, each line contains a set of metadata. The maximum number of metadata can not exceed 

20 (20 columns). The first column contains the file names containing the text. It is recommended 

to number the files and use their numbers as names. 

 

The first stage of the preprocessing.   

The general view of the preprocessing window is shown in Figure 1.1. 

 

Fig. 1.1. General view of the window of the Russian preprocessing module. 

 

Parameters of the first stage of preprocessing: 1. The path to the directory with the initial data. 

This path should be specified in the option: 

  

2. The name of the file where all original and lemmatized texts will be found. You can specify 

the file name in the following option: 
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It is enough to specify only the file name. The program will automatically add an extension ‘tmlda’ 

(topic modeling LDA).   

3. The procedure of lemmatization is based on the use of the lematizer 'mystem.exe' 

(development of the company 'Yandex', https://tech.yandex.ru/mystem/), which under the terms 

of the license can not be used for commercial purposes. To run the program 'mystem.exe' you must 

specify a set of parameters. In the TopicMiner program, these parameters are set automatically, 

based on encoding option selected by user. The list of parameters is specified in the line 

'Parameters for stemming'. 

 

Selecting the encoding type for Russian texts. This program implements two types of encoding for 

source files. 

 

The user can select the encoding 'UTF' or 'ANSI'. 

4. File with a list of stop-symbols. In original documents, symbols and groups of symbols may 

be present (for example, html markup, punctuation marks) that interfere with the analysis and 

should be removed from the texts. To perform the first stage of preprocessing, you must specify 

the name of the file in which such symbols are stored, and the path to it. This can be specified in 

the next option. 

 

5. Language selection. In this version, two languages are supported, Russian and English. 

The choice is made using the drop-down list: 

 

The procedure of the lemmatization is carried out using the mystem and porter programs. 

The completed parameter table for the first stage of the preprocessing can look like this (example): 
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After all the parameters are filled, in order to start the assembly and lemmatization process, you 

need to click on the button . The percentage of execution of the first stage - see Fig. 1.2. 

 

Attention. Despite the fact that the process of lemmatization is parallel, the execution time 

of the first stage essentially depends on the number of source files and the total file size (lkbys 

ntrcnjd). For example, for 9 million short posts from a social network, the lemmatization 

time is approximately 13 days. 

 

The result of preprocessing after the first stage. 

The result of the preprocessing option after the first stage is a file with the extension tmlda, which 

consistently contains pairs of texts in the original and lematized form. An example of the contents 

of such a file is shown in Figure 1.3. The program 'mystem.exe' converts each word in the 

documents to the initial form and puts each word in parentheses. 

 

Fig. 1.2. An example of the process of lemmatization 
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Fig. 1.3. An example of the result of preprocessing after the first stage. 

 

1.2. The second stage of preprocessing. 

At the second stage of preprocessing, the words are extracted from brackets (see Figure 1.3) and 

the frequency of words across all documents is counted. The input data for the second stage is the 

file obtained after the first stage. You must specify the name and path to this file in the 'File for 

clearing (binary)' option (for example): 

 

In addition, you should specify the name of the file in which the results of the second stage of 

preprocessing will be stored. This should be done in the following 'Output file' option (for 

example): 

 

The result of the second stage of preprocessing is the creation of a frequency dictionary of unique 

words and the conversion of lemmatized documents into a digital format. In this digital format, 

words in documents are replaced with numerical codes (IDs) of words from the list of unique 

words. To start the second stage of preprocessing, you need to press the button . As a result 

of the work, new data (a frequency dictionary of unique words and digital documents) will be 

added to the file with the extension tmlda. An example of the work is shown in Figure 1.4. 

Attention. In this version, TF-IDF is implemented, but this option has not been fully tested yet. 
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Fig. 1.4. An example of the result of preprocessing after the second stage. 

 

The frequency dictionary can be downloaded in csv format to an external file. To do this, press the 

button  and specify the file name. If you need to find a word in the list of unique words, you 

need to specify it in the 'Search in list of words' window and click on the button .  An 

example of the result is shown in Figure 1.5. 

 

Fig. 1.5. An example of the result of preprocessing after the second stage. 

1.2.1. Creation of a list of stop words. 

In the second stage of preprocessing, you can create a list of stop words based on the list of 

frequencies of unique words. To do this, you must specify the upper and lower bounds for 

frequencies from the list of unique words in the 'Distribution of word frequency in whole 

collection' option: 



10 
 

 

Fig. 1.6. Option to create a list of stop words. 

After clicking the 'Filtration' button, a window will be opened where you need to specify the name 

of the file where the stop word list will be stored. The words whose frequencies are beyond 

specified limits will be saved there. In this example, the limits are the numbers '0' and '302'. 

The result of preprocessing after the second stage is a file that contains original, lemmatized and 

digitized texts. 

1.3. The third stage of preprocessing. 

Here, stop words from digitized documents are deleted. The input data is the file that was output 

from the second stage; it must be specified. Then you need to specify the name of the output file, 

which will contain the original, lematized and digitized texts with deleted stop words. In addition, 

in this option you need to download a list of stop words from the text file. This can be a file created 

in the second stage, or an external file with any other list of words, or a file containing both. 

This option contains the following buttons: 

1. Button : Clear the field for the stop word list. 

2. Button : Loading stop words from a text file. 

3. Button : Save a list of stop words to a text file. 

The third button is needed if the user enters stop words in the TopicMiner field manually. The 

percentage of executed work concerning removing stop words is shown at the same place as the 

percentage of execution in the first stage of preprocessing. 

Attention. It is necessary to go through all three stages of the preprocessing procedure 

Chapter 2. View tmlda format files. 
The TopicMiner program provides the ability to view tmlda format files, as well as the option to 

download texts (original and lemmatized) into a csv file. The view option is useful, since it allows 

you to see which stop words are not yet removed from the documents. Here, one can search for 

documents using the list of keywords and delete blank documents. This allows you to significantly 

reduce the size of the collection and, accordingly, increase the speed of topic modeling. The 

general view of the 'View of tmlda files' option is shown in Figure 2.1. 
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 Fig. 2.1. The option to view tmlda files. 

Downloading the tmlda file. To download a file in tmlda format, click the button . In the 

appeared window it is necessary to specify a file name. As a result, the specified file will be 

displayed in the table (the example is shown in Figure 2.2). It has the following columns: 1. 

Column with original documents. 2. Column with lemmatized documents. 3. A set of columns 

with metadata. The format for metadata is described in Chapter 1. 

Uploading original documents in csv format. The csv format is supported by many external 

programs, in particular Excel (if the data is not very large). For upload in csv format, click on the 

button  and specify the file name.  

Uploading lemmatized documents in csv format. Click the button  and specify the file name.  

Uploading of lemmatized documents in TAB format. The TAB format is supported by a number 

of external software products, in particular, the statistical package Orange. For uploading in TAB 

format, you need to click on the button  and specify the file name.  

Downloading a list of words for filtering documents. To download a list of words, click on the 

button  and specify the file name.  
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Fig. 2.2. An example of a downloaded file. 

Note. The words in the text file must be presented in the following form: one word in a line. An 

example of a list of downloaded words is shown in Figure 2.3 on the right. 
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 Fig. 2.3. Example of a loaded list of words 

Uploading documents in tmlda format by word list. To reduce the collection of documents 

according to the list of downloaded words, you need to click  the button . 

The program will create a file in tmlda format with the name of the originally downloaded file, 

however, the combination of the letters '_ww' will be added to the file name. For example, 

'my_test2_ww.tmlda'. The file will contain only those documents in which there is at least one 

word from the downloaded list. 

Uploading documents in the 'tmlda' format with deleted empty documents. Documents can 

be empty as a result of removing stop words, or initially - for example, these are social network 

records that contain only a photo. To reduce simulation time, it is recommended to delete such 

documents. To create a file in tmlda format without any empty documents, you need to click on 

the button . The program will create a file in tmlda format, with the 

name of the originally downloaded file, however, the combination of the letters '_we' will be added 

to the file name. For example, 'my_test2_we.tmlda'. 

Term-document matrix calculation (TAB format). When you click the button   

, the frequency of the list of words loaded into this option is calculated and the frequency matrix 

is downloaded for using this matrix in the statistical package 'Orange' (TAB separator). This matrix 

can be used to train classifiers such as 'Naïve Bayes', 'KNN', 'SVM'. 

Calculation of the term-document matrix (CSV format). When you click the button 

  the frequencies of the list of words loaded in this option are calculated, and the 

frequency matrix is downloaded in CSV format. This matrix can be used to train classifiers such 

as 'Naïve Bayes', 'KNN', 'SVM'. 

Forming 'tmlda' files for multimodal models (BigARTM). The multimodal scheme of topic 

modeling includes the use of metadata fields (no more than 5 pieces of fields). As a result of the 

calculation of multimodal schemes, additional distribution matrices are formed for the selected 

metadata fields by topic. In order to generate data for the BigARTM model, select the option 'Dict 

for BigARTM' (see Figure 2.4) 
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 Fig. 2.4. Example of data generation option for BigArtm models. 

In the field list, you must specify the required fields, for example, field 5 (the name of the author 

of the post) and field 7 (geotag). After that, press the button . 

 

 Fig. 2.5. Example of data generation option for BigArtm models. 

 

As a result, the process of creating two files will start: 1. The Tmlda file, in which the selected 

metadata fields are formed. 2. The file with the metadata dictionaries. Attention, this process takes 

a long time, as there is a procedure for the lematization of selected fields, converting the data to 

crc32 format and creating a list of unique words for the selected fields. 
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Chapter 3. Topic modeling based on the Gibbs sampling model. 

3.1. Interface of option 'Gibbs LDA sampling'. 

The result of preprocessing is a file with the extension tmlda. It contains lemmatized, original 

documents and documents in digital form. Each of the documents has its own ID (the ID of the 

lemmatized and original documents are the same). Lemmatized documents are used directly for 

thematic modeling, and original documents are easy to read. 

The interface of the 'Gibbs LDA sampling' option looks like this (see Figure 3.1). 

 - data loading button for topic modeling. 

 - start button for topic modeling. 

- stop button for topic modeling. 

 - button for viewing the matrix of the document distribution by topic (not sorted variant of 

the matrix). 

 - button for viewing the matrix of word distributions by topic (not sorted variant of the 

matrix). 

 - button for viewing the matrix of document distribution by topic (documents are sorted by 

probability in each topic in descending order). 

- button for viewing the matrix of word distribution by topic (the words are sorted by 

probability in each topic in descending order). 
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Fig. 3.1. Interface of the option 'Gibbs LDA sampling' 

3.2. Loading documents for topic modeling. 

To download documents to the program for models based on Gibbs sampling, you need to click 

on the button , and in the appeared window specify the file with the extension tmlda (see Figure 

3.2).  

 

Fig. 3.2. An example of loading a data file. 

 An example of the data loading process is shown in Figure 3.3. 
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Fig. 3.3. Example of uploading a data file 

After downloading the program will show statistics on documents and words (see Figure 3.4). 

 

Fig. 3.4. Example of uploading a data file. 

Number of documents is the number of documents in the collection (the number of documents in 

the tmlda file). 

Number of words in documents is the number of unique words in the collection. 

A downloaded collection of documents can be used in topic modeling.  

3.3. Topic modeling based on Gibbs sampling. 

Before starting the simulation, you need to specify the following simulation parameters: 

1) Coefficients α, β. Default values: α=0,5, β=1. Beginners can use default values: 
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2) Number of topics. The number of topics can be set in the option: 

. The default value is 40 topics, however, all users are 

encouraged to experiment with the number of topics, usually, increasing from the default 

setting. 

 3) The number of iterations. The number of iterations can be set in the option: 

. The default value is 100. Beginners can use this value. 

4) Save step. This parameter shows the iteration step, which determines which step to visualize 

the calculation results. The default value is 10. You can change the value in the next option: 

. 

 5) Type of model. In this version, three types of models are implemented (the standard LDA 

model, the ISLDA model and the granulated GLDA sampling method). Recommended for 

advanced users. The model is selected from the drop-down list.

  

6) The number of threads. This program implements parallelization of the thematic model 

based on Gibbs sampling using OpenMP technology. The number of threads can be specified 

in the following option:  

After setting the parameters, you need to click on the button . The calculation process (iteration 

number) is shown in the lower left corner of the window (see Figure 3.5). 
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Fig. 3.5. The process of execution of the topic model. 

During the process of execution of topic model, the program calculates the proportion of words 

and documents for which the probability is above average. The probability curves during the 

iterations are shown in the graph (see Figure 3.6). 

 

Fig. 3.6. The process of execution of the topic model. 

The blue chart shows the proportion of documents, green shows the proportion of words. For 

example, for documents from the social network Live Journal, a typical number of documents with 

a probability above the average value of about 11%. 

3.4. Visualization of the results of topic modeling 

Visualization of topic modeling consists of the following items: 

1. Visualization of document distribution by words. 

2. Visualization of words by topics. 

3. Visualization of sorted document distributions by topic. 

4. Visualization of sorted word distributions by topic. 
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The visualization modules can be launched using the buttons . 

3.4.1.  Visualization of document distribution by words. 

To visualize the distribution of documents by topic, click on the button . A window will appear 

(see Figures 3.7 and 3.8). In the table, each line represents the text of the document (the column 

'Orig text'), its metadata (starting with the column 'Nick' and ending with the 'Field 20' column) 

and the probability of belonging to the topics. Thus, TopicMiner allows you to use 21 columns for 

metadata (see Figure 3.7). The distribution of documents by topic is shown in the columns, starting 

with the column '1' and ending with the topic number, which is specified in the 'Number of topic' 

parameter. 

In this window there are also several buttons that allow you to unload the results of thematic 

modeling into csv format files. 

 - Unload the results of topic modeling in the csv format in the form: original text - 

metadata - probabilities for all topics. An example of such unloading is shown in Figure 3.9. 

 

 Fig. 3.7. Visualization of document distribution by topics (first part). 
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Fig. 3.8. Fig. 3.7. Visualization of document distribution by topic (second part).  

 

 

 Fig. 3.9. Uploading the results of topic modeling in the format 'Original text - metadata - 

probabilities'.’. 

 - Uploading data in the form: document id - the number of words in the document - 

metadata - probabilities. The data is downloaded in csv format. An example of such an unloading 

is shown in Figure 3.10. 
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 Fig. 3.10. Uploading the results of thematic modeling in 

format 'Document Id - metadata - probabilities'. 

. 

In these uploads, the number of uploaded documents can be specified in the options:

.  

3.4.2. Visualization of word distributions by topics. 

To visualize the distribution of words by topic, you need to click on the button . When you 

click this button, a window will appear (see Figure 3.11). 

 

Fig. 3.11. Example of visualization of word distributions by topic 

The size of the upload (number of documents) is regulated by two parameters: 1. 'Number of words 

for export'. 2.'Boundary for probability '(see Figure 3.11). The first parameter regulates the number 

of words for export in the csv format, the second parameter specifies the probability of a word in 

the subject, the minimum required to get the word into the download. Words with lower 

probabilities are not unloaded. 

The button  allows you to hide the selected row in the table. The latent word 

does not participate in the unloading in the csv format. 



23 
 

The button  allows you to restore all previously hidden words. 

To unload the distribution of words by topic in a csv file, click on the button 

 and in the appeared window specify the file name. 

Attention: this unloading is useful in researching the stability of thematic modeling or when 

comparing the performance of several models with each other. A similar comparison is 

discussed in Chapter 5. 

3.4.3.  Visualization of distributions of sorted documents by topics. 

To open a window in which document distribution by topic is presented in descending order of 

probability, you need to click on the button . As a result, a window will appear; sorting in it is 

done by probabilities, so that at the top (in each topic) there is a document with the greatest 

probability of belonging to this topic. An example of such sorting is shown in Figure 3.12. In each 

cell of this table is the document number and its probability. If you click on the selected cell, the 

original text appears at the bottom of the screen.

 

Fig. 3.12. An example of visualization of document distribution by topic. 

 

Unload the sorted results.  

In this window, several options are available for uploading the sorted data into a csv file. 

 - texts of documents and their probabilities are unloaded. 

 - unload documents id and their probabilities. An example of such unloading is shown 

in Figure 3.13. 
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 Fig. 3.13. An example of unloading document distribution by topic (id-probability). 

Attention, the description of the sentiment analysis is given in Chapter 7. 

 

3.4.2.  Visualization of sorted word distributions by topics. 

To open a window in which word distributions by topic are presented in order of decreasing 

probabilities, you need to click on the button . As a result, a window will appear in which the 

probability sorting is done in such a way that at the top (in each topic) there is a word with the 

highest probability of belonging to each topic. An example of such sorting is shown in Figure 3.15. 

This window also makes it possible to unload the sort results into a csv file. The size of the 

discharge is regulated by two parameters: 1. The number of words for unloading. 2. Boundary in 

probability.  

The first parameter specifies the maximum number of words to be uploaded. The second parameter 

defines the boundary. Words with probabilities below the specified boundary will not be unloaded. 

 

Fig. 3.14. An example of unloading document distribution by topic (metadata - the number of 

words in the document - the probability of the document). 
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 Fig. 3.15. An example of visualization of word distributions by topics. 

3.4.2.1. Export sort the results in csv file format. 

To unload the results of sorting into a csv file, click the button . In the appeared 

window it is necessary to specify a file name. An example of such an unloading is shown in Figure 

3.16. 

 

 Fig. 3.16. An example of unloading word distributions by topics in the csv format. 

3.4.2.2. Visualization of the distribution by weight of the topic. 

Attention, this option is temporarily disabled, as the option is supposed to be upgraded. It is 

supposed to add visualization of distributions by sentiment weight. 

Usually, it is important to quickly estimate the sum of weights of all probabilities in a given topic 

(within the given number of words) and sort all topics by weight. This can be done by clicking on 
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the button . As a result, a window will appear in which the sorted distribution of 

the topics on the scales is visualized. An example of such a distribution is shown in Figure 3.17. 

The graph also shows the 6 most probable words in each topic.

 

 Fig. 3.17. An example of visualizing the distribution of topics by weight of the topic. 

 

3.5. Saving the results of thematic modeling in the form of a project file. 

Topic model is based on data downloaded from a file with the extension tmlda (e.g., 

2_step_test.tmlda). As a result of thematic modeling, two matrices are created: 1. The matrix for 

the distribution of documents by topic (matrix phi). 2. The matrix of the distribution of words by 

topic (theta matrix). That is, two additional files appear in the directory: 2_step_test_phi.bin and 

2_step_test_theta.bin. Thus, it is necessary to always store a combination: the original data plus 

the simulation results. This can be done by clicking on the button  . In the window that appears, 

you must specify a file name. The program will create a project file (for example, my_test.tmproj), 

which will contain the paths to the source data (tmlda) and the results of thematic modeling, that 

is, the matrices _phi.bin and _theta.bin. 

An example of such a file is shown below: 

<?xml version="1.0" encoding="UTF-8"?> 

<TopicMinerProject><LDAFileName>D:\TopicMiner\poligon_RNF\data for 

orange\2_step_test_we.tmlda</LDAFileName><PhiFileName>D:\TopicMiner\poligon_RNF\da

ta for 

orange\2_step_test_we_phi.bin</PhiFileName><ThetaFileName>D:\TopicMiner\poligon_RNF

\data for orange\2_step_test_we_theta.bin</ThetaFileName></TopicMinerProject> 
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This will allow you to download only one project file for later analysis, and the program will 

automatically load all other files. A project file is a text file that can be easily changed when the 

project is transferred to another computer or to another directory. 

3.6. Loading the results of topic modeling from the project file.  

To download previously obtained results of thematic modeling, you need to click on the button 

. In the appeared window you need to specify the name of the project file. The program will 

automatically load all the necessary files based on the paths specified in the project file. 

 

Chapter 4. Topic modeling by BigArtm models (multimodal topic 

modeling).  

4.1. Parameter setting in multimodal TM models. 

The multimodal version of the topic modeling is based on the BigARTM regularization procedure, 

which involves metadata, for example, the date of the post or the geotag of the post. In addition, 

version 88 implements the ability to specify a range of topics, which allows you to calculate the 

optimal number of topics. Topic modeling based on additive regularization and multimodal 

schemes are implemented on the 'BigArtm' tab. An example of the 'BigArtm' interface is shown in 

Figure 4.1. 

 

Fig. 4.1. Example of the interface 'BigArtm'. 

Models 'BigArtm' are characterized by the following parameters (similar to models based on 

Gibbs sampling): 

1. Number of topics.  

This parameter is used in calculations with a fixed number of topics. 

2. Number of itarations.  
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3. . Step: the number of iterations, after which the results of the 

calculation are visualized. 

4. Word dict: In this option, a dictionary (in bin format) is specified that contains lists of 

unique words for the selected metadata fields (see Chapter 2 of the User's Guide). 

5. Multiple topic simulation: this option enables the ability to set the range of the number of 

topic 

6. End of topics: a final number of topics. Attention, the initial number of topics is 

determined by the parameter ‘Number of topics’. 

7. Topic step: parameter that determines the step by topic. 

A significant difference from other models is the way to specify regularizers. Regularizers are set 

as text in the following window: 

 

In this version of the software, the following options for specifying regularizers are:  

1. Model pLSA (do not enter any parameters). 

2. Model with very sparse matrix Theta (Td) and dense matrix Phi (Tw). 

Example of a regularizer job: --regularizer "0.2 SparseTheta 

The value of the regularizer (0.2) can be varied. 

3.  A model with a very sparse matrix Phi (Tw) and a dense matrix Theta (Td) 

 Example of the regularizer: --regularizer "0.5 SparsePhi" 

4. The value of the regularizer (0.5) can be varied. 

5.  A model in which regularizers are applied to fixed columns. 

Example of the regularizer task: --topics obj: 35, back: 5 --regularizer "0.2 SmoothTheta 

#back" --regularizer "0.5 SparseTheta #obj" => the first 35 columns of the Td matrix are 

sparse, the remaining five columns are dense. 

6. Model of topic decorrelation. Example of a regularizer job: --regularizer "1000 

decorrelation". The value of the regularizer (1000) can be changed. 

A detailed description of models and regularizers can be found at: http://bigartm.org/ 

Attention, visualization of word_ratio and doc_ratio for BIGARTM is not implemented in 

this version. 

4.2. Visualization of the results of topic modeling. 

Visualization of topic modeling consists of the following items: 

1. Visualization of the distribution of documents by topic. 

2. Visualization of the distribution of words by topic. 

http://bigartm.org/
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3. Visualization of sorted document distributions by topic 

4. Visualization of sorted word distributions by topic. 

The visualization modules can be launched using the buttons . 

The action of buttons is similar to the action of buttons in models based on Gibbs sampling. 

4.3. Saving the results of topic modeling in the form of a project file. 

Topic model is based on data downloaded from a file with the extension tmlda (e.g., 

2_step_test.tmlda). As a result of thematic modeling, two matrices are created: 1. The matrix for 

the distribution of documents by topic (matrix phi). 2. The matrix of the distribution of words by 

topic (theta matrix). Thus, two additional files appear in the directory: 2_step_test_phi.bin and 

2_step_test_theta.bin. You must always store a combination: the original data plus the simulation 

results. This can be done by clicking on the button . In the window that appears, you must 

specify a file name. The program will create a project file (for example, my_test.tmproj), which 

will contain the paths to the source data (tmlda) and the results of thematic modeling, that is, the 

matrices _phi.bin and _theta.bin. 

Attention: download the calculation results for the BigArtm model on the 'Gibbs LDa 

sampling' tab, because Gibbs sampling models and additive regularization models are 

similar in structure. In other words, in both cases the results are matrices _phi.bin and 

_theta.bin. 

4.4. Calculation of multimodal variant of TM. 

In order to start the calculation of the multimodal thematic model, you first need to download the 

'tmlda' file for BigARTM and a dictionary containing unique words for the selected metadata. 

After loading the data, you need to set the parameters and start the calculation. As an example, 

you can use the data from the 'test_bigartm' directory. An example of calculation is shown in 

Figure 4.2. 
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Fig. 4.2. Example of the interface 'BigArtm'. 

As a result, multimodal topic model will have additional matrix words on topics of distribution. 

The matrix data is the distribution of words from the selected fields by topic. In this example, two 

fields were used: 1. The field 'the author's name of the post', 2. The field 'the geotag of the author 

of the post'. Figure 4.3 shows an example of the matrix of the author's surnames by topics.

 

Fig. 4.3. An example of visualizing the distribution of names by topics. 

An example of geotagging by topics is shown in Figure 4.4. 
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Рис. 4.4. An example of geotagging by topics. 

The obtained data for different authors can be exported in the 'csv' format. To do this, you need to 

use the '' Export to Excel button. 

Глава 5. Stability analysis of simulation results.  
When studying the topic structure by different models, and also when analyzing the stability of 

thematic models, it is necessary to compare thematic solutions with each other. The software has 

implemented the option of comparing two solutions based on two measures: 1. Kulbak-Leibler 

measure. 2. The measure of Jacquard. The general view of this option is shown in Figure 5.1. 

5.1. Download of topic solutions. 

To compare the two solutions, you must first download them. As a solution, we use the unloading 

of words distribution by topic (see the paragraph '3.4.2. Visualizing word distributions by 

topic'). To download the first thematic solution, you need to click on the button . The window 

that appears should contain the file name. An example of the loaded first solution is shown in 

Figure 5.2. 

The result of loading is the matrix, in which the first column contains the word codes in the format 

crc32, and in the second - words. The subsequent columns contain the probabilities of words 

belonging to the topics. Download the second solution using the button 

. An example of downloading two solutions is shown in Figure 5.3. 
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Fig. 5.1. An example of an interface for comparing two topic solutions. 

 

Fig. 5.2. An example of downloading the first topic solution. 
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Fig. 5.3. An example of downloading two topic solutions. 

5.2. Comparison of topic solutions. 

To start the procedure of pairwise comparison (topic1 vs topic2) of two topic solutions, you need 

to click on the button . After that, a comparison procedure will start, in which each topic from 

the first solution will be compared with each topic from the second solution. An example is shown 

in Figure 5.4. 

 

Fig. 5.4. An example of downloading two topic solutions. 
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As a result, the matrices 'Joint Dictionary', 'Kullback - Leibler distance' will be filled. 

 

'Joint Dictionary' is a list of unique words collected from two topic solutions. 'Kullback - Leibler 

distance' - matrix, where in each cell is the percentage of similarity between the two topics. 100% 

corresponds to the maximum similarity. 

5.2.1. Matrix ‘Kullback - Leibler distance’.  

The 'Kullback - Leibler distance' matrix can be downloaded in csv format by pressing the button 

. In the appeared window it is necessary to specify a file name. An example of unloading is 

shown in Figure 5.5. 

 

Fig. 5.5. An example of unloading the comparison results for 'Kullback - Leibler distance'. 

Comparison of the maximum values of 'Kullback-Leibler distance' on all topics are displayed in 

the window: 

 

In this example, the topic number 38 of the first solution is similar to topic 28 of the second 

decision, at 89.44%. The results of the mapping are unloaded using the button .  

 

5.2.2. Matching topics from different solutions. 

The program can compare (place side by side) the most similar topics from two different thematic 

decisions, and also calculate the measure of Jacquard. Unlike the 'Kullback-Leibler distance', 
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which is considered throughout the list of unique words, for Zhakar's measure it is necessary to 

specify the depth by words, that is, the number of words by which the measure can be calculated. 

This depth can be specified in the next option: . A typical value of 100 

most probabilistic words. To unload the table of matching similar topics, in the form of a collection 

of words, you need to click on the button . In the appeared window it is 

necessary to specify a file name. An example of such an unloading is shown in Figure 5.6. 

 

 Fig. 5.6. An example of unloading the comparison results for the 'Kullback-Leibler distance' and 

the measure of Jacquard and the unloading by words. 

Let's see what this example shows. In the first pair of columns, 'A' and 'B', two topics are presented 

from two different solutions, which turned out to be the most similar. In this case, this is the theme 

№1 of the first decision and the topic № 1 of the second decision; the coincidence of their numbers 

is random. This is indicated in the headers of the two columns. In the heading of the column 'A' 

the value 'Kullback - Leibler distance' is given, in this case it is 95.941%, and in the header of the 

column 'B' the measure of Jaccard is given, and in this case it is 0.4599. In cells of columns 'A' 

and 'B' the most probabilistic words in these two topics are given. In the following pairs of 
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columns, for example 'C' and 'D', the following pair of the most similar themes are given. The 

number of column pairs is equal to the number of topics in the solution. 

Глава 6. Visualization of the results of topic modeling on the map of 

the Russian Federation.  

6.1. Calculation of the distribution of documents by regions. 

Visualization of the results of thematic modeling is realized with the help of the free map system 

Quantum GIS (download the map system at:: 

http://www.qgis.org/ru/site/forusers/download.html).  

Attention: in this project the regions "Crimea" and "Sevastopol" are not yet represented. 

These regions will be added in the next version. Part of this project is a file with the dfb extension, 

which contains a list of regions in the cartographic project and a column 'Topic', which is 

automatically populated in the 'TopicMiner' program. The cartographic project is in the directory 

'RNF_RF_visualisation'. The main project file is 'full_project.ggs'. 

Before you visualize the results of topic modeling in the cartographic system, you need to calculate 

the amount of probabilities for a given topic across all regions. To do this, you need to download 

a project in TopicMiner with the done topic modeling or conduct topic modeling. For example, 

open the finished project from the 'Vk_data_example' directory. 

 

Fig. 6.1. An example of the visualization of the distribution of documents by topic with metadata. 

After downloading the project, you need to click on the button . In the window that appears 

(see Figure 6.1), you need to click on the button . As a result, the following window will 

appear (see Figure 6.2). 

http://www.qgis.org/ru/site/forusers/download.html
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Fig. 6.2. Example of data export to the Quantum GIS map system. 

To calculate a topic by region, you need to set the following parameters: 

1. 'Topic'. Number of the topic. For example, set the number of topic number 1, as shown in 

Figure 6.2 

2. 'Documents'. Number of documents whose geotags will be used in the calculation. For 

example, specify 100 documents, as shown in Figure 6.2. The program will select 100 most 

likely documents for a given topic and calculate for each region the sum of the probabilities of 

all documents belonging to the given region. Belonging to the region is determined by 

geotagging its author. 

3. 'Field with regions'. In this option, you need to specify the column number in which the 

names of regions will be located. For example, in the test collection from VKontakte, the names 

of regions are in column No. 7 (see Figure 6.2) 

4. 'DBF file name'. In this option, you must specify the file name from the map project. For 

example, the file 'regions2010_sib_5.dbf'. This file contains the names of the regions chosen for 

visualization, and the corresponding sums of probabilities for the selected topic. In this column, 

each region is assigned a color according to the severity of the selected topic in the region. This 

color Quantum GIS paints this region on the map of the Russian Federation. 

5. 'Regions Matching File'. Since the names of regions in the cartographic project and in the 

metadata from different social networks can differ, it is necessary to create a file that maps these 

names. In this option, you must specify the name of this file. Attention: in this version of the 

monitoring system, a file is created in which the names of the regions from the cartographic 

project are compared with the names from the social network VKontakte. The name of this file 

is: vktm.dbf. 

After all the fields are filled (see Figure 6.3), you need to click on the 'Export'. 
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Fig. 6.3. Example of data export to the Quantum GIS map system. 

During the calculation, the program will perform the following actions. 1. Define the list of regions 

that are present in the specified number of sorted documents (based on the mapping file). 2. 

Calculates the sum of the probabilities of documents for each region. 3. Save the calculated sums 

of probabilities in the file 'regions2010_sib_5.dbf' (see Figure 6.3). 

6.2. Visualization of document distribution in Quantum GIS.  

The ready project with a set of maps of the regions of the Russian Federation is located in the 

directory 'RNF_RF_visualisation'. To visualize the received data, you need to copy the 

'regions2010_sib_5.dbf' file to this directory, that is, replace the old file with the same name with 

the new file. After that, click (twice) on the file 'full_project.qgs'. Attention: the 'Quantum GIS' 

map system must already be installed. As a result, the 'Quantum GIS' will start and the project 

'full_project.qgs' will load (see Figure 6.4). First, all regions will be highlighted in one color. To 

color the regions in colors according to the sum of the probabilities, you need to change the 

drawing style. To change the style, double click on the project name, as shown by the red arrow 

in the picture below.: 
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Fig. 6.4. Example of data export to the Quantum GIS map system. 

 

Fig. 6.5. Example of changing the style in Quantum GIS. 

As a result, a window opens in which you can change the drawing style (see Figure 6.5). To do 

this, select the "Unique values" in the drop-down menu where the "Normal character" is by 

default, as shown in Figure 6.6. 
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Fig. 6.6. Example of changing the style in Quantum GIS. 

Then select the field on which you want to calculate the unique values. In our case, this is the 

'Topic' field, which contains the sums of probabilities for each region. This data is taken from the 

file 'regions2010_sib_5.dbf'. After that, click on the 'classify' button (see Figure 6.7).  

 

Fig. 6.7. Example of changing the style in Quantum GIS. 

As a result of the Quantum classification, GIS will determine all unique values (see Figure 6.8 

for an example). Now you need to specify the type of coloring for the found values. This can be 

done in the 'Gradient' option (see Figure 6.9).  
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Fig. 6.8. Example of changing the style in Quantum GIS. 

 

 

Fig. 6.9. Example of changing the style in Quantum GIS. 

 

To apply the color gamut, you need to click on the 'Apply' button. The result for the three unique 

values found (that is, for the three regions found) is shown in Figure 6.10. Note: only those regions 

are highlighted for which documents with high probabilities for the selected topic were found in 

the data. Figure 6.11 shows an example of visualizing a topic by region based on 222546 

documents in topic № 1.. 
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Fig. 6.10. Example of visualizing a topic in Quantum GIS in three regions. 

 

 

Fig. 6.11. Example of visualizing a topic in Quantum GIS for a set of regions. 
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Chapter 7. Analysis of the tonality of texts.  

7.1. Introduction. 

Tonal analysis (Sentiment analysis) or automated analysis of the emotional coloring of texts (bad 

/ good, like / dislike, etc.) can be attributed to the field of computer linguistics, however, the tasks 

of its application, basically, lie outside the actual linguistics. They can be divided into two broad 

areas: marketing (primarily as an analysis of feedback on goods and services) and sociology / 

political science. The latter includes, first, an analysis of the media texts to identify how certain 

socially important questions are presented to the audience and, accordingly, what response can be 

expected from them to the public. Secondly, this study of the texts of blogs, social networks, 

forums and other user content in order to identify public opinion - more precisely, the views of the 

Internet-active part of the population. Within the framework of this software, a dictionary-based 

approach is implemented. As the initial dictionary, a set of words was used, which was obtained 

in the framework of the RGNF project 'Development of a public database and crowdsourcing web 

resource for creating sentimental analysis tools'. Application number: 14-04-12031. However, this 

software implements a common technology, the connection of any dictionary, which includes 

ethnicity, ethnophilism and so on. 

7.2. Preparing the vocabulary for sentiment analysis. 

Due to the fact that the result of thematic modeling is the matrix of the distribution of the lemmatized words 

on the themes, accordingly the sentiment evaluation should be conducted on the basis of the lematized 

dictionary. Preparing the dictionary is as follows. The 'Lematization' tab provides the following option (see 

Figure 7.1) 

 

Fig. 7.1. Option to prepare a tonal dictionary. 

The input file must be a file of the following type: 

Words; average rate 

alcoholic; -2 

apathetic -2 

distressing; -2 

mediocrity; -2 

ruthlessly; -2 

mindless; -2 

unpunished; -2 

ugly; -2 

unanswered; -2 
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An example of such a dictionary is included in the current version. For the list of words, you must 

specify the language (Russian, English) and the encoding type (UTF, Ansi). 

 

Fig. 7.2. Option to prepare a tonal dictionary. 

The language and encoding options are shown in Fig. 7.2. 

The result of preprocessing is a binary file containing words and estimates in a binary format. 

Keeping a dictionary in binary form allows you to significantly speed up the calculation of the 

tonality of the distribution of words and documents on topics. To convert a dictionary from text to 

binary format, you need to click on the button .    

7.2. Connecting the dictionary to the topic model. 

Calculation of tonal estimates is made for a ready-made thematic solution. The connection option is 

located on the 'Gibbs LDA sampling' tab. The connection consists in specifying the path and name of the 

dictionary in binary format, see the following figure: 

 

7.3. Tonal calculation of the distribution of words by topics. 

Calculation of tonal estimates is made for a ready-made thematic solution. This means that either the 

thematic modeling should be done, or the project made earlier should be loaded into the program. 

Calculation of tonal estimates for the distribution of words by topic is implemented in the window 'words 

with high probability'. In order for this window to appear, you need to click on the button  . As a 

result, the following window will appear (see Figure 7.3). In this window, the matrix of the distribution of 

words by themes is visualized. At the moment, each cell contains the word and the probability of the word 

in the subject. In order to add tonal estimates, you need to click on the button . As a result, 

the tonality calculation starts. However, in the case of an unconnected dictionary, then a warning window 

will appear (see below): 

 

If the dictionary is connected, then the calculation process is shown (see below). 

 



45 
 

 

Fig. 7.3. Matrix of the distribution of words by topics before calculating the tonality. 

As a result of calculation, in each cell, in addition to the probability, there will be an integer that 

characterizes the tonality of the word (see Figure 7.4)..  

 

Fig. 7.4. The word distribution matrix for topics and sentiment analysis. 

Attention, the tonality calculation is made for a fixed number of most probabilistic words. The 

number of words in each topic for which the calculation is made is determined in the next option: 

. The default is 100 words. 

7.3.1.  Unload matrix  of words - topics with tonal estimates. 

The unloading of the matrix of word distributions by themes together with tonal estimates is 

performed by pressing the button  (you must specify a file name). As a 
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result, all topics are unloaded. The depth of word unloading is determined by the parameters 

 and . As a result of the upload, 

a file with the given name appears and contains besides the probabilities, also tonal estimates of 

the words. 

7.3.2.  Prompt of topics. 

In real calculations, the number of topics can range from several tens to several hundred. The 

search for necessary topics can take a long time. In order to optimize the work of the information 

system user, color highlighting of the necessary topics is realized. The highlight of the theme is 

implemented as follows. The user must click on the button . The user specifies the file, 

which contains a list of words on which to search for calculated topics. After that, the program 

reads the file, and calculates how many words from the list are present in among the top words in 

each topic. All numbers are divided into 4 categories, topics with maximum numbers (the 

maximum number of words from the list) is colored in red. Topics with minimal numbers are tinted 

green. An example of such a hint is shown in Figure 7.5. 

 

Fig. 7.5. Example of color hint in the word distribution matrix by topics. 

As practice has shown, this color differentiation is extremely convenient.   

7.4. Tonal calculation of the distribution of documents by topics. 

Calculation of tonal estimates for documents is made for a ready-made topic solution. In order to go to the 

sentiment calculation of documents you need to click on the button . As a result, the following 

window will appear (see Figure 7.6) 
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Fig. 7.6. Matrix of the distribution of documents on the themes before calculating the tonality. 

In order to calculate the tonality of documents by topic, you need to click on the button .  

As a result (if a dictionary is connected), a window will appear (see below), which reflects the 

calculation process. 

 

As a result of the calculation, in each cell containing the document number, the probability of the 

document is added the document evaluation sentiment (see figure 7.7). 

 

Fig. 7.7. The matrix of document distribution on topics after the calculation of the tonality. 

7.4.1.  Unloading matrix documents - topics with tonal estimates. 

The unloading of the matrix, in this version, is implemented in the form of two functions (two 

buttons). The first unloading is realized in the form of uploading texts + probability + sentiment 
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of evaluation. In order to get such an unloading you need to click on the button . In the 

appeared window it is necessary to specify a file name. The data will be saved in csv format. The 

second upload is implemented as a combination of document IDs + probabilities + evaluation 

sentiment. In order to unload the matrix in this form it is necessary to press the button 

. In the window that appears, you must specify a file name. The data will be saved in csv format. 

The number of uploaded documents is determined by two parameters: 1. Number of documents 

for export (as shown in the figure below): 

 

2. Boundary for probability (as shown in the figure below). 

 

As a result, only those documents are uploaded (on all topics) that satisfy the above conditions. 

7.5. Tonal calculation of the distribution of documents by topics for BigArtms. 

Calculation of the tonality of the model, calculated within the BGARTM approach, can be performed as 

follows. The model calculated in the BIGARTM option should be saved as a project. Then open this project 

on the tab 'Gibbs sampling'. Next, calculate the tonality as described in the above. This approach is due to 

the fact that the data format calculated by the BigArtm and Gibbs sampling models are identical. 

Глава 8. Time trends in topic models.  
In the version of 2017, the possibility of plotting time trends is realized. The possibility of 

building is realized on the basis of two things. First, documents must have timestamps. Secondly, 

it is possible to build time charts as a basis for labels for sorted documents in a given topic, and in 

multimodal thematic models, where an additional matrix for the distribution of dates by themes. 

8.1. Unification of time dates. 

Due to the fact that in the collections of documents can meet different formats for presenting dates, 

the module 'view tmlda' implements the option of unifying dates. To start the unification process, 

open the 'View of tmlda' tab, load the data containing the timestamps (see Figure 8.1). 

Next, you need to open the 'Data / Time repear' option (see figure 8.2), specify the field number 

that contains the timestamps. In this example, this field is № 2. Then you need to click on the 'Save 

as TMLDA' button and specify the name of the new file..  
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Fig. 8.1. Example collection with dates 

 

Fig. 8.2. Example of 'Data / Time repair' option. 

After that, the process of unifying the temporary data will start, and the results will be written as a 

new tmlda file. To make sure that all timestamps are unified enough to load a new file. 

Next, you need to create a special tmlda file and a dictionary for multimodal thematic modeling. 

To create such files, go to the 'Dics for BigARTM' option (see figure 8.2.1). Next, you need to 

specify the fields by which additional matrices will be built when calculating the multimodal 

models. 
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Fig. 8.2.1. An example of creating a dictionary with metadata for BigARTM. 

Attention, the process of creating a dictionary can take a long time. 

 

8.2. Construction of time trends in models based on multimodal thematic modeling. 

Constructing a trend based on the distribution of documents by topic. 

The construction of time trends for models on multimodal TM is possible only for sorted matrices 

of document distribution by topic. In order to build such a trend, you need either make a thematic 

calculation or upload the calculations already made. As a result, you need to open the distribution 

matrix of sorted documents (button ) on the 'BigARTM' tab. The result is a matrix (see 

Figure 8.3). 
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Fig. 8.3. An example of constructing time trends in the distribution matrix of documents by 

topics. 

In this window there is a button 'Graphics'. When you click this button, the chart window appears. 

 

Fig. 8.4. An example of constructing time trends in the distribution matrix of documents by 

topics. 

In this window, you first need to specify the topic number, the number of documents whose tags 

will be used to plot the graph and the aggregation period (see Figure 8.4). In order to update the 

contents of the graph, you need to click on the 'update graph' button. An example of such a graph 

on the topic № 11 is shown in Fig. 8.5 
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Fig. 8.5. An example of constructing time trends by weeks. 

 

Distribution of time labels by topic. 

In multimodal calculations, the field with timestamps can be used directly in the calculation. The 

result of the calculation is an additional matrix of time-stamp distribution by topic. For example, 

consider the '24tr_etnicity3_time_bigartm.tmlda' dataset. This data set is part of the information 

system. In this dataset, the timestamps are in field # 2, respectively, the additional matrix also has 

the name 'field2'. To open the date distribution matrix by topic, select the button . An 

example of selecting a matrix is shown in Figure 8.6. 

 

Fig. 8.6. Example of opening a matrix of time-stamp distribution by topics. 

As a result, we get this matrix (see Figure 8.7). 
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Fig. 8.7. Example of a matrix of time-stamp distribution by topics. 

Each cell in this matrix contains the date and probability of the date in the corresponding topic. 

In order to construct a timeline, you need to click on the 'graphics' button and in the window that 

appears, you need to specify the topic number, the number of documents whose tags will be used 

to plot the graph and the aggregation period. An example of plotting the graph is shown in Figure 

8.8. 

 

Fig. 8.8. Example of a matrix of time-stamp distribution by topics. 
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8.3. The construction of time trends in models based on Gibbs sampling. 

Models based on the Gibbs sampling frame allow you to build a time trend only for the document 

distribution matrix for topics. To do this, press the button  on the tab 'Gibbs LDA sampling'. 

In the window that appears, press the 'Graphics' button. Next, in the new window, specify the 

following parameters: 1. The topic number (for which you want to build a trend). 2. The number 

of documents that will be used to create the trend. 3. Aggregation period (week, month ..). 4. The 

number of the field that contains the date of the particular document. After setting the parameters, 

you need to click on the 'update graph' button. An example of such a graph is shown in Figure 8.9. 

 

Fig. 8.8. Example of a time trend for Gibbs sampling. 

Conclusion.  

All questions on the application of the monitoring system 'TopicMiner' and 'Web TopicMiner', 

please send to the laboratory of Internet research, to Koltsov SN (skoltsov@hse.ru) 

 

 


